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Management summary  

DigiNotar B.V. was founded as a privately -owned notarial collaboration in 1998. DigiNotar provided digi tal 

certificate services as a Trusted Third Party and hosted a number of Certificate Authorities (CAs). The 

certificates issued by DigiNotar were trusted worldwide to secure digital communication on the basis of a 
Public Key Infrastructure  (PKI) . The servi ces that DigiNotar provided included issuing Secure Sockets 
Layer ( SSL)  certificates to secure websites, issuing accredited qualified certificates that could be used as 

the legal equivalent of a handwritten signature and issuing PKIoverheid certificates fo r various Dutch 
eGovernment purposes. In June and July of 2011 DigiNotar suffered a breach, which resulted in rogue 
certificates being issued that were subsequently abused in a large scale attack in August of 2011.  
 

Following the detection of the breach on  July 19 of 2011, DigiNotar took several measures to control the 
incident, including the revocation of known rogue certificates and the hiring of a third party specialized in 
IT security to investigate the intrusion. At the end of July 2011, DigiNotar was under the impression that 

the intrusion of its network and services had been contained. On August 28, 2011, the content of a rogue 

wildcard certificate for the google.com  domain  was posted publicly, which had been issued by DigiNotar 

but which had not yet been revoked . For weeks the rogue certificate had been abused in a large scale 
Man- In -The-Middle  (MITM) attack on approximately 300,000 users that were almost exclusively located 
in the Islamic Republic of Iran. Traffic that was intended for Google subdoma ins is likely to  have been 

intercepted or redirected  during the MITM -attack , potentially exposing the contents of the intercepted 
traffic as well as the Google credentials of the affected users.  
 

On August 30, 2011, Fox - IT was asked to investigate the brea ch at DigiNotar. In the ensuing 
investigation traces were recovered that indicated that the outer limits of DigiNotar's network were first 
breached on June 17, 2011. The network that was used by DigiNotar was segmented and the Secure -net 

network segment th at contained all the CA servers could not directly be reached from the Internet. By 
tunneling connections through other compromised systems in DigiNotar's network, the intruder gained 
access to the Secure -net network segment on July 1, 2011. The first atte mpts to create rogue certificates 
were made on July 2 and the first rogue certificate was successfully issued on July 10, 2011.  

 
The investigation by Fox - IT showed that all eight servers that managed Certificate Authorities  had been 
compromised by the intr uder . The log files were generally stored on the same servers that had been 

compromised  and evidence was found that they had  been tampered with. Consequently, while these log 
files could be used to make inconclusive observations regarding unauthorized acti ons that took place, the 
absence of suspicious entries could not be used to conclude  that no unauthorized actions took place. 

Serial numbers for certificates that did not match the official records of DigiNotar were recovered on 
multiple CA servers , includ ing the Qualified -CA server  which was used to issue both accredited qualifie d 
and government certificates, indicating that these servers  may have been used to issue  additional and 
currently unknown  rogue certificates.  

 
A fingerprint that was left by the in truder was  recovered on a Certificate Authority  server, which  was also 
identified after the breach of the Certificate Service Provider Comodo in March of 2011. Over the course 

of the intrusion at DigiNotar, the intruder used multiple systems as proxies in order to obscure his true 
identity. However, several traces w ere recovered during the investigation by Fox - IT that independen tly 
point to a perpetrator located in the Islamic Republic of Iran. A complete list of all the IP -addresses that 

were identified during the investigation that are suspected to have been abused  by the intruder were 
handed over to the Dutch police (KLPD).  
 
The intruder at DigiNotar appears to have had the specific intention of abusing certificates that had been 

issued by a trusted party in order to spy on a large number of users in the Islamic Re public of Iran. The 
intrusion at DigiNotar and the ensuing MITM -attack resulted in an erosion of trust of the general public in 
the existing Public Key Infrastructure, which is central to its operation. Given the impact of a breach at a 

Certificate Authori ty on the Public Key Infrastructure as a whole, ensuring the security of every Certificate 
Authority is paramount to the trust in a Public Key Infrastructure and its role in providing security for a 
diverse range of activities on the Internet. While the ap proach to protecting the potential targets from 

this type of intrusion does not differ significantly from other threats, the range of scenarios that need to 
be taken into account is rapidly expanding.  
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Investigative  summary  

Commissioning  of Fox - IT and subse quent measures  
On August 30, 2011, Fox - IT was asked by DigiNotar to investigate the intrusion of its network. One of the 
first measures taken by Fox -IT was to place an incident monitoring service on DigiNotarôs network, to 

determine if unauthorized activit y was still taking place . A sensor captures and monitors all traffic 
between the internal network and the Internet. For  the Fox - IT monitoring service, at least one person is 
on standby at all times to analyze suspicious traffic in real time. Additionally, the behavior of the Online 

Certificate Status Protocol (OCSP) responder 1 at DigiNotar was changed on September 1, 2011 as a 
precautionary measure, which effectively revoked all remaining rogue certificates that had been issued by 
the intruder.  

 
On September 3, 2011, an operational director that acted on  behalf of the Dutch state was appointed by 
the board of DigiNotar under Power of Attorney  and the Dutch state.  An interim report with preliminary 
findings was provided to DigiNotar and was published on September 5, 2011 by the Dutch state . At the  

instruction of  the Dutch National Police Services Agency  (KLPD) and the public prosecutorôs office (OM), 
identifying evidence regarding the  intruder was specifically included in the continued invest igation. This 
definitive report is the outcome of that fact finding  investigation performed by Fox - IT into the intrusion of 

DigiNotarôs network and the subsequent MITM attack. 
 
The primary aims of the  combined  investigation that Fox - IT performed at the req uest of DigiNotar and 

the Dutch Ministry of the Interior and Kingdom Relations (BZK) were to determine how DigiNotarôs 
network had been breached, to what extent it had been breached, if the  various Certificate Authorities 
that DigiNotar operated  had been c ompromised  and if evidence that could lead to a potential criminal 
indictment of the intruder could be safeguarded. For these purposes, various sources of information were 

gathered and examined, including the log files from the web servers, firewalls and t he various CA 
servers. Additionally, the images of relevant systems in DigiNotarôs network were analyzed. 
Approximately 400 forensically  sound disk images were created during the course of the investigation of 

265 systems, amounting to a total of seven ter abytes of compressed data.  

The investigation of DigiNotarôs network and the intrusion 
The DigiNotar network was divided into 24 different internal network segments. An internal and external 
Demilitarized Zone (DMZ) separated most segments of the internal n etwork from the Internet. The zones 

were not strictly described or enforced and the firewall contained many rules that specified exceptions for 
network traffic between the various segments. The main production servers of DigiNotar, including the CA 
servers  and the accompanying hardware security module (netHSM), were located in a physically highly -  

secured room and in the Secure -net network segment. The Certificate Authorities that were hosted by 
DigiNotar were managed by software running on eight different CA servers.  
 
The investigation showed that web servers in DigiNotarôs external Demilitarized Zone (DMZ-ext -net) were 

the first point of entry for the intruder on June 17, 2011. During the intrusion, these servers were used to 
exchange files between interna l and external systems, with scripts that were placed on these systems 
serving as rudimentary file managers. The (recovered) log files from the Main -web server from the period 

of the intrusion showed a list of 1 2 internal and 2 1 suspicious external systems  that connected to these 
scripts and a list of more than 100 unique filenames  that were exchanged. Internal systems that 
requested these scripts were  most  likely to have been compromised 2, while external systems that 

requested these scripts were most likel y used  by the intruder to access DigiNotarôs network. 
 
From the web servers in DMZ -ext -net, the intruder first compromised systems in the Office -net network 
segment between the 17 th  and 29 th  of June 2011. Subsequently, the Secure -net network segment that 

contained  the CA servers was compromised on July 1 , 2011. Specialized tools were recovered on systems 
in these segments, which were used to create tunnels that allowed the intruder to make an Internet 
connection to DigiNotarôs systems that were not directly connected to the Internet. The intruder was able 

                                               
1 A responder that informs the inquirer of the validity of a certificate using the Online Certificate Status 
Protocol (OCSP); further details are included in paragraph 10.2.  
2 In information security, a system is regarded as being compromised if its confide ntiality, integrity 

and/or availability can no longer be guaranteed.  
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to tunnel Remote Desktop Protocol connections in this way, which provided a graphical user interface on 
the compromised systems, including the compromised CA servers.  
 
Recovered log files showed that the f irst extraordinary certificate signing attempts on a CA server 

occurred on July 2, 2011 on the Relation -CA server. The first rogue certificate was successfully issued on 

July 10, 2011. The investigation by Fox - IT showed that all servers that managed Certif icate Authorities 
had been compromised by the intruder, including the Qualified -CA server, which was used to issue both 

accredited qualified and government certificates. In total, a non -exhaustive list of 531 rogue certificates 
with 140 unique distinguishe d names (DNs) and 53 unique common names (CNs) could be identified. The 
last known date for  traffic that was initiated from within DigiNotarôs network to an IP address that was 
presumably (ab)used by the intruder was on July 22, 2011. Traces  of activity  by  the intruder in DMZ -ext -

net were found up to July 24, 2011.  

Investigatio n of compromised CA servers and  
Certificate Authorities  

The logging service for  the  CA management application ran on the same CA servers that were 

compromised  by the intruder . The investigation also showed that the intruder had full administrative 
rights and that database records on these CA servers were deleted or otherwise manipulated. 
Consequently, suspicious entries in the log files of the CA servers  can  only be used to ma ke inconclusive 
observations regarding unauthorized actions that took place, but the absence of suspicious entries cannot 

be used to infer that no unauthorized actions took place . 
 
In order to successfully issue rogue certificates, compromising a server th at hosted a Certificate Authority  

was not  enough , as it also required the abuse of an active corresponding private key in the netHSM. This 
means that the unauthorized actions that might have taken place could not have included the issuing of 
rogue certific ates if the corresponding private key had not been active during the intrusion period. The 

private keys were activated in the netHSM using smartcards. No records could be provided by DigiNotar 
regarding if and when smartcards were used to activate private keys, except that the smartcard for the 
Certificate Authorities managed on the CCV -CA server , which is used to issue certificates used for 

electronic payment in the retail business,  had reportedly been in a vault for the entire intrusion period.  

 
In the lo g files  of some CA servers, log entries were found that indicated  the automatic generation of a 
Certificate Revocation List (CRL). Certificate Authorities usually issue CRLs at regula r intervals according 

to their policies. These CRLs are signed by the iss uing Certificate Authorities , which can only occur if a 
private key was active on the netHSM. The log entries referring to such an automatic process thus 
indicated that the private keys in the netHSM were activated and that there was potentially an 

opportunity for the intruder to abuse these private keys.  
 
It is possible that the CA software that was used was able to produce certificates that have identical 
certificate attributes as previously issued certificates. This includes the serial number and the validity 

dates, with the exception of the public key and its key identifier. The intruder could have issued 
certificates that would be seemingly identical to formally issued and trusted ones. Since the possibility 
could not be excluded that the comprom ised CA servers had been abused to issue additional rogue 

certificates and since the rogue certificates may not be distinguishable from legitimate certificates in 
aspects that are relevant for the purpose of verification within a PKI, it was no longer poss ible to rely on 
the authenticity of any certificates that had been issued by the affected Certificate Authorities.  

 
Given the inevitable uncertainty if the Certificate Authorities had been abused to issue rogue certificates, 
PKI standards  required all cert ificates that were issued by these Certificate Authorities to be revoked and 
the Certificate Authorities themselves to be removed from trust lists in the software products that 

contained them.  The impact of revoking the certificates that were issued by Dig iNotar varied depending 
on their usage and had to be assessed on a case by case basis.  

Investigation into the intruder  
In one of the scripts that were found  on a CA server, the intruder left a signature that was also identified  

after the breach of the cert ificate service provider Comodo. The vast majority of the external IP  
addresses that were identified during the investigation were probably used as proxies to obscure the 
identity of the intruder. The true IP address of the intruder may have been revealed by error however, 

when the intruder erroneously connected to the Main -web server without using one of the prox ies that 
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was regularly used . The error occurred only once and was corrected within seconds. This IP address was 
also identified in other parts of the investigation.  
 
More specifically, during the investigation a tool was identified that connected back to an external IP that 

was used as a proxy  by the intruder . When this external system was examined, after an official request 

for assistance by the proper authorities, its log files also showed connections from the IP address that 
had  erroneously been revealed . Furthermore, eight requests were made by this IP -add ress  for a rogue 

Yahoo certificate,  presumably to test DigiNotarôs OCSP responses. The first three OCSP requests for  the 

*.g oogle.com  certificate used for the MITM attack came from an IP address that also connected to the 

Main -web server  once . These two IP  address es and three  other IP addresses that were used by the 
attacker  are within  close range  of one another , located in the Islamic Republic of Iran. A complete list of 
all the identified IP addresses that are suspected to have been abused by the intruder  was shared with 

the proper authorities.  

Investigation of the MITM attack  
The fact that the chain of trust of PKI had been broken due to the intrusion at DigiNotar did not just 
result in a hypothetical threat, as at least one  rogue certificate was  subsequently abused in practice. A 

rogue certificate for *.google.com  was abused to perform a massive man - in - the -middle (MITM) attack. 

In such an attack, the attacker places himself between two parties to intercept or modify the traffic 

between them. The  investigated  MITM attack was compounded with a form of redirection, where users 
who tried to reach legitimate websites that were  hosted  by Google were redirected to fraudulent versions 
of these websites.  The traffic which was meant for Google and that was intercepted was not necessarily 

forwarded to Google, as users may have been presented with a page specifically intended to phish for 
their credentials.  
 

The requests made to the OCSP responder for the rogue *.google.com  certificate indicated that a  total 

number of 298 ,140 unique IP addresses could be identified as having been victimized by the MITM 

attack. The number of unique IP addresses can only be regarded as a very rough approximation of the 
number of users affected. Multiple users can be masqueraded b ehind a single external IP address, while a 

single user can also make requests from multiple IP addresses. Moreover, relatively old software such as 

Internet Explorer 6 does not support OCSP requests and these users are therefore not included in the 
aforem entioned approximation.  
 

The IP addresses in the OCSP log files were enriched with GeoIP information, which showed that 95% of 
these IP addresses originated from the Islamic Republic of Iran. These IP addresses originated from 143 
different autonomous syst ems (often Internet Service Providers), while 60% of the requests originated 
from only 4 Iranian autonomous systems . A sample of the remaining 5% of the affected IP addresses 

was inspected, which mainly showed exit nodes for  The Onion Router ( Tor ), proxies  and Virtual Private 
Network ( VPN)  servers. On this basis it can be concluded that the MITM attacks almost exclusively 
targeted at users who were located in the Islamic Republic of Iran.  

 
The most likely modus operandi used during the MITM attack, based on the accumulated OCSP data, is 
that of Domain Name System ( DNS)  cache poisoning. A DNS cache poisoning attack relies on the fact 

that DNS servers cache the responses of DNS servers at a hi gher level in the infrastructure. By flooding a 
DNS server with forged responses for a particular domain, as if it had received the response from a 
higher DNS server, it is possible to ñpoisonò the entries in the DNS server and thus its responses to 
client s at a lower level in the infrastructure. The poisoned entries are valid for as long as the Time To Live 

(TTL) allows, after which these entries expire and another DNS request would be made to a higher DNS 
server for the domain if requested by a client. Th is modus operandi would explain why traffic that went 
through proxies, Tor  exit nodes and VPNs was also affected by the MITM attack and would also 

correspond with the peak - like behavior and the occurrence of repeated and sudden declines in OCSP 
requests th at were made for rogue certificates.  
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1  Introduction  

1.1  Background  
The confidentiality and security of the communication that occurs over the Internet in large part relies on 
the use of the cryptographic protocols Transport Layer Security (TLS) and its predecessor Secure Sockets 

Layer (SSL). An essential element of these protocols is the use of public key certificates, which use a 
digital signature to bind a public key with the identity of a specific system or a website. These public key 
certificates are issued by Certificate Authorities (CAs). A certificate authority is a  third party that is 

trusted by both the holder of the certificate and the party that relies on the certificate to identify the 
holder. Together with the necessary hardware, software and corresponding procedures , the Certificate 
Authorities form the basis of a Public Key Infrastructure (PKI).  

 
DigiNotar B.V.  3 was a Certificate Authority that provided digital certificate services. The digital certificates 
were used to secure Internet traffic, to issue (qualified) electronic signatures and to provide data 
encryption. DigiNotar also issued government accredited PKIoverheid certificates. During the months of 

June and July of 2011 , the security of DigiNotar was breached and rogue certificates were issued. One of 
these certificates, a rogue Google certificate, wa s abused on a large scale in August of 2011 targeting 
primarily Iranian Internet users. At the end of August the intrusion became public knowledge and set in to  

motion a chain of events that eventually led to the removal  of all the Certificate Authorities t hat were 
hosted by DigiNotar from trust lists and ultimately the bankruptcy of the company.  
 

On September 3 of 2011 the Dutch state publicly expressed  the intention to take over the operation al  
control of  DigiNotar , including the responsibility for the commissioned investigation into the intrusion of 
DigiNotarôs network by Fox- IT. On this date  an operational director that acted on  behalf of the Dutch 
state was appointed by the board of DigiNotar under Power of Attor ney . The interim report with the 

preliminary findings of Fox - IT was provided to DigiNotar and was published on September 5 , 2011 by the 
Dutch state. At the  instruction of  the Dutch police (KLPD) and the public prosecutorôs office (OM),  
identifying evidence  that could lead to the intruder was specifically included in the continued 

investigation. This report is the outcome of th e technical fact finding  investigation by Fox - IT into the 
intrusion of DigiNotarôs network and the subsequent man - in - the -middle (MITM ) attack.  Former 
employees of Diginotar B.V. were given the chance to respond to a d raft version of this report for the 

purpose of verification  and t he ir  relevant input  was incorporated where appropriate . 
 
This report provides an overview of the results of the investigation by Fox - IT and evidence that was left 
by the intruder in the internal network of DigiNotar. More detailed information that was uncovered in 

regard to the identity and/or location of the in truder has been excluded from this report and was  made 
available only to the proper authorities. Once this information was obtained, the focus shifted from 
tracing the intruderôs steps in detail to concluding the investigation and this report.  

 
Questions that lie outside the scope of the investigation will not be answered in this report, but may be 
answered after further research. The findings in this report are reported in such a way that they can be 

continued or repeated by other parties if the y are provided  access to the source material. Potential 
follow -up questions for further research are included in Chapter 12 . 
 
References to servers are made using descriptive names. A comprehensive list of the referenced servers 

including their IP  addresse s and exhibit number s can be found in Appendix I. All dates and timestamps 
are in Central European (Summer) Time (CEST; UTC+2), unless explicitly stated otherwise.  

1.2  Events leading up to the report  
The rogue certificates that had been generated on July 10, 2011 were first discovered when an 

automated routine test that had failed to work was restored on July 19 , 2011 . The test signaled that 
there was a mismatch between the certificates that had been issued and the administrative records in the 
back office of DigiNotar. The staff of DigiNotar proceeded to examine the CA management applications 

and found that rogue certificates had been issued. In response DigiNotar took several measures to 
control the incident , including the immediate revocation of serial numbe rs that corresponded with the  

                                               
3 A B.V. ( Besloten Vennootschap ) is a limited liability company, a commonly used legal entity for 

corporations in the Netherlands.  
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known rogue certificates,  and its employees were under the impression that the incident had been 
contained  at the end of July of 2011 . 
 
On August 28 , 2011 , a concerned Gmail user posted a warning that his web browser had displayed on a 

Google support forum. The Google Chrome web browser that he used blocked access to the Google 

website because Chrome detected the usage of an invalid certificate 4. This certificate had been issued by 
one of the Certificate Authorities that w ere controlled by DigiNotar. Subsequently, similar reports were 

posted on the Internet by others. The Dutch Government Computer Emergency Response Team 
(GOVCERT.NL) contacted DigiNotar  on  August  29 , after being notified by Cert -Bund and the rogue 
wildcard Google certificate was revoked.  Various other stakeholders were notified in the morning of 
August 30 .   

 
Fox- IT was asked to start an investigation into the breach of DigiNotarôs network on August 30, 2011 
with the purpose to help DigiNotar to identify if unauthorized activity was still taking place, to reveal to 

what extent DigiNotarôs systems in general and PKI overheid specifically had been compromised, to 
identify the path of the intruder through the network, if remarkable OCSP requests were taking place  and 
to ascertain the impact of the rogue certificate that was being abused in the Islamic Republic of Iran.  An 

incident response team was assembled by Fox - IT that started the investigation immediately. The team 
included forensic IT experts, cybercrime inv estigators, malware analysts and a security expert with PKI 
experience.  
 

In the days that followed several actions were taken by DigiNotar with the help of Fox - IT to further 
control the incident and to limit the damage to its business. On September 2, 2011  an interim report with 
preliminary findings was drafted for DigiNotar stakeholders in consultation with DigiNotar. These results 

were shared verbally with GOVCERT.NL by DigiNotar. Once the  full  impact of the intrusion became clear 
to the Dutch Ministry of  the Interior and Kingdom Relations (BZK) it  took over the lead role in Fox -ITôs 
ongoing investigation.  

 
The focus of the investigation shifted  as a result of the involvement of the  ministry BZK . The focus of the 
continued investigation was primarily to  determine  the extent of the breach and its impact on 

PKIoverheid, to assist the KLPD by investigating the infrastructure to produce evidence against the 

intruder and to describe the lessons that could be learned from such an incident. As a result, question s 
regarding  the path of the intruder through DigiNotarôs network became less relevant and the level of 
certainty of statements that are made in regard to the attackerôs path will reflect this shift in focus. Once 

it became clear to what extent the CA serve rs had been compromised and all the IP addresses that could 
be connected to the intruder  were collected , the investigative stage was concluded. This report is the 
culmination of the  incident response investigation that was performed at the request of both DigiNotar 

and the m inistry BZK.  
 
In this report, the term ñintruderò should not be read to convey any information in regard to whether one 
or more persons were involved in the various stages of the intrusion or if these acts were perpetrated by 

a male or a  female. The term ñattackerò is used similarly to describe the person  or person s who 
perpetrated the man - in - the -middle (MITM) attack on primarily Iranian users of Google services.  

1.3  Involved parties  
Multiple parties were involved in the DigiNotar incident re sponse and the subsequent investigation.  The 

parties were as follows:  
 

Party  Role  

BZK The Dutch Ministry of the Interior and Kingdom Relations is responsible for 

national affairs , including the Dutch PKI infrastructure (PKIoverheid) in which 
DigiNotar took part.  

Cert -Bund  Computer Emergency Response Team der Bundesverwaltung  is the German 
equivalent of GOVCERT.NL.  

DigiNotar B.V.  Former notarial collaboration that provided various  certificate services including 

issuing digital certificates.  

                                               
4 Google Chrome performs additional certificate verifica tion on Google certificates (certificate pinning) in 

addition to the standard in PKI prescribed verification.  
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Party  Role  

Fox- IT B.V.  Security company that p rovides  solutions for the protection of state secrets, the 

investigation  of digital crimes, audits, managed security services and consultancy.  

GOVCERT.NL Cyber security and emergency response team of the Dutch government.  

KLPD The Dutch National Police Services Agency and its Team High Tech Crime  Unit .  

Manufacturers  Manufacturers of software that use s certificates , such as Mozilla , Microsoft, Adobe 
and the Tor Project.  

OM The Dutch Public Prosecutor.  

OPTA The Independent Post and Telecommunications Authority of the Netherlands is 

responsible for the registration of Certificate Service P roviders (CSPs) that issue 
qualified electronic signatures.  

Parties relying on 

DigiNotar B.V.  

Enterprise customers  of DigiNotar who used certificates issued by DigiNotar , such 

as lawyers, notaries, j udicial officer s and ministries  (and their customers) . 

1.4  Timeline of events  
The timeline below shows the most relevant events that occurred  after  the public disclosure of the 

existence of a rogue certificate that had been issued by DigiNotar. An overview of the events that took 
place before this public disclosure is detailed in  paragraph 2.1 . 
  

Date  Description  

28 -Aug -2011  On a Google support forum , a customer of the Iranian ISP ParsOnline posted details 
about a certificate warning that was presented to him by Google Chrome for a rogue 

*.google.com  certificate 5.  

29 -Aug -2011  Google receiv ed multiple reports about an attempted SSL MITM  attack . A rticles about a 

rogue *.google.com  certificate appeared on the blogs of Mozilla, Google , Microsoft  and 

other manufacturers . The rogue *.google.com  certificate was revoked  by DigiNotar.  

30 -Aug -2011  Fox- IT was asked by DigiNotar to initiate an investigation into the intrusion at  
DigiNotar to detect whether the intruder was still active.  

01 -Sep-2011  At  the advice  of Fox- IT , the behavior of the OCSP responder was changed so its 

responses were based on a white list  of known valid certificates , effectively revoking all 
unknown certificates  (see paragraph 2.2.1 ) . 

02 -Sep-2011  The preliminary investigation by Fox - IT indicate d that the integrity of the CA server 
that was used for managing qualified certificates and PKIoverheid was breached  

(Qualified -CA) . DigiNotar inform ed GOVCERT.NL about the details of this finding . 

03 -Sep-2011  The Dutch government publicly revok ed trust in DigiNotar and the certificates that had 
been issued by the company. Following this announcement, most browser 

manufacturers also revoke d their trust in DigiNotar, if they had not done so already.  

05 -Sep-2011  The interim report on the breach of the DigiNotar Certificate Authority  was published 6. 

DigiNotar formally report s the intrusion  to the police.  

14 -Sep-2011  OPTA end ed the registration of DigiNotar B.V. as a certificate authority for qualified 

signatures on the basis of the Dutch Telecommunicatiewet (the Dutch law on 
telecommunication).  

19 -Sep-2011  DigiNotar file d a bankruptcy petition under Article 4 of the Dutch Bank ruptcy Act.  

20 -Sep-2011  The Court of Haarlem declare d DigiNotar B.V. to be bankrupt.  

28 -Sep-2011  All qualified and PKIoverheid certificates issued by DigiNotar were  revoked . 

01 -Nov -2011  Most of the remaining active public certificates were  revoked . BAPI  (used for the Dutch 

Tax administration)  and two private DigiNotar Certificate Authorities were excluded  
from this revocation 7.  

                                               
5 Google Groups, ñIs This MITM Attack to Gmailôs SSL?ò at 

http://groups.google.com/a/googleproductforums.com/d/topic/gmail/3J3r2JqFNTw/discussion  
6 Rijksoverheid, ñInterim Report DigiNotar Certificate Authority breachò at 

http://www.rijksoverheid.nl/bestanden/documenten -en-publicaties/rapporten/2011/09/05/diginotar -
public - report -version -1/rapport - fox - it -operation -black - tulip -v1 -0.pdf  
7 The Dutch tax  administration took  additional security measures and accept ed the  minimal risk s that 

remained . This also applies to the operation of the internally used private CAs.  



 

 

PUBLIC  13  

1.5  Structure of the report  
In this introductory chapter , the background of the events against which the incident occurred is 
descr ibed. The overview includes a summary  of how DigiNotarôs internal network was set up and 
operated. Chapter 2 provides insight into the incident response investigation that was performed by Fox -

IT at the request of DigiNotar and the m inistry BZK. More specifically , it details how the investigation was 

approached and what actions were taken.  Chapter 3 provides a general overview of the state of affairs 
that Fox - IT encountered at DigiNotar when its incident response investigation was initiated.  
 

Chapters  4 through 8 describe the relevant results of the investigation that was performed by Fox - IT. 
More specifically, Chapter 4 details the investigation into the web server s that w ere  used as stepping 
stone s by the intruder ;  Chapter 5 details the investigation  into the firewall logs ;  Chapter 6 details the 

investigation into the CA servers . Chapter 7 contains an overview of the investigation that was performed 
on safeguarded hard disks. Assorted smaller sources of information for the investigation are discussed in 
Chapter 8.  Chapter 9 contains the investigative conclusions on the basis of the preceding chapters , which 
includes an image of the referenced systems and network segments . 

 
The large -scale MITM attack that took place in the aftermath of the intrusion of  DigiNotarôs network is the 
subject of Chapter 10. In this chapter the results of scrutinized OCSP log files provide more details about  

this attack.  
 
Lessons that can be learned from the intrusion of DigiNotarôs network are discussed in Chapter 11. In 

Chapter 12 a number of questions are formulated that could serve as the basis for further investigation 
on the source material. References and a description of some of the commonly used terms in this report 
are included in Chapter 13.  
 

There are nine append ices  to this report that are referenced throughout the report. Appendix I  includes 
the detailed references to the equipment that was present in DigiNotarôs internal network. Appendix I I  
provides details about IP addresses that are suspected to be linked to  the attacker. Due to the ongoing 

investigation , the actual IP addresses have been  removed. Appendix I II provides  a timeline of notable 
traffic that was found when investigating the firewall logs. Appendix I V contains a list of Certificate 

Authorities that  were automatically generating CRLs. Appendix V includes the Certificate Authorities that 

were hosted at DigiNotar. Appendix VI  lists references  to private keys that were present in the databases 

of the CA servers. Appendix VII lists serial numbers encount ered in the  serial_no.dbh  database on 

servers managing Certificate Authorities that could not be related to any found certificates.  Appendix VIII 
provides a list o f the unique Common Names of the rogue certificates. Appendix IX lists  a number of 
suspicious files that were encountered on various DigiNotar systems.  

 
While every reasonable precaution was taken to ensure that all the data, facts and conclusions in this 
report are correct, the information in this report may include errors and facts may  have been omitted . 

The limited degree of inevitable uncertainty is because  the results are in part based on information that 
had to be  extracted from systems that had been compromised and thus on data that had or may have 
been tampered with.  Fox- IT perfor med  a time boxed investigation into the intrusion of Di giNotar and the 
subsequent MITM attack  for  the ministry BZK. While the time provided allowed Fox - IT to perform the 

necessary research to support the conclusions in this report, further investigation co uld still be 
performed , which may  yield new information , given the size of the breach described in this report  and the 
amount of available data . 
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2  Incident response investigation  

2.1  Preliminary research and actions  
Prior to the involvement of Fox - IT on August 30 , 2011, DigiNotar took several actions during their 
preliminary research. The timeline below is inten ded to provide the necessary context and should not be 

regarded as exhaustive. Based on DigiNotarôs incident reports and interviews with the persons involved , 
the  following t imeline could be reconstructed :  
 

Date  Description  

19 -Jul-2011  A daily routine check reveal ed that  rogue certificates  had been issued . An incident 
response team was formed  and  the identified rogue certificates were revoked.  

20 -Jul-2011  A script with a message of the Iranian intruder was  found. More rogue  certificates were  
discovered.  

21 -Jul-2011  The rogue certificates that were discovered on July 20 , 2011 were revoked.  CA servers 

were shut  down at night.  

25-Jul-2011  An external firm specialized in IT security was consulted to investigate the incident.  

27 -Jul-2011  More rogue certificates were  discovered and revoked. The external security firm 
deliver ed their report.  The report show ed that a server in the DMZ -ext -net (Docproof2) 

was  compromised by utilizing a known vulnerability in the DotNetNuke software  and 
that a CA server (Relation -CA) was compromised . 

28 -Jul-2011  It was  discovered that  a rogue certificate was verified by an IP-address or iginating 
from the Islamic Republic of Iran.   

29 -Aug -2011  The rogue wildcard Google.com certificate that was used in the large -scale MITM attack  
was revoked . 

2.2  Investigational approach  
On August 30 , 2011 , Fox- IT was hired by DigiNotar. Fox - IT assisted DigiNotar by:  

¶ Mitigating the intrusion of the network and systems within it. This included monitoring the 
network traffic to determine if unauthorized activity was still taking place and giving advice in 
regard to firewall changes, changes in the infrastructure (disconnecting network segments), 

rebuilding servers in the DMZ, shutting down services, et  cetera . 
¶ Managing the trust of the certificate authority:  

o Initiating a change of the behavior  of the OCSP r esponder  to be based on a white list, 

effectively revoking any unknown certificate serial numbers;  
o Monitoring all OCSP requests for irregularities such as unknown certificate serial numbers, 

unusual senders or unusual volumes;  

o Investigating which and how m any rogue certificates had been issued;  
o Determining the chance that the PKI overheid environment had been breached.  

 
From September 3,2011 onwards, after the ministry BZK had intervened, Fox - IT additionally assisted by:  

¶ Determining the extent of the breach in DigiNotarôs security and specifically if the CA servers that 
were used to issue qualified certificates and/or certificates for PKIoverheid had been 
compromised.  

¶ Identifying evidence  that could lead to the location and identity of the intruder. This was done by 
investigating the relevant servers, workstations and network equipment and by assisting the High 
Tech Crime team of the KLPD.  

¶ Describing the lessons that can be learned from an incident such as the intrusion at DigiNotar.  
 
The main strategy to acco mplish the aims was to determine the extent to which servers within the 
DigiNotar network had been compromised and to identify IP addresses and other evidence that could 

provide more information about the intruder.  

2.2.1  Incident response monitoring  

One of the first measures taken by Fox - IT was to place an incident monitoring service in the form of a 
network sensor on the boundary of the DigiNotar network, to determine if unauthorized activity was still 
taking place. The sensor captures and monitors all traffic between the internal network and the Internet. 

Suspicious traffic is detected by the sensor using  Intrusion Detection System ( IDS )  functionality. All 
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network traffic and flow data is stored on disk so that it can be evaluated afterwards if necessary. The 
Fox - IT monitoring service has a person on standby at all times to analyze all suspicious traffic in real 
time. Detected incidents can be  escalated to administrators so that further actions can  be taken , such as 
blocking an IP address or IP range, or changin g the rules on the firewall for specific ports.  

 

In this particular case , a tailored OCSP responder monitoring service was added to the incident response 
sensor  on August 30, 2011 . This addition included a custom sniffing service for logging OCSP requests 

and scripts that were written to check the OCSP logs against all valid certificates, to check if OCSP 
requests persisted for known rogue certificates and to detect serial numbers that were unknown and 
could correspond with  rogue  certificates . Also irregula rities in volumes or originating IP addresses were 
checked for possible other MITM attacks. As a precautionary measure , any serial number presented to 

the OCSP responder that did not exist in the back office records was presumed to be invalid and the 
OCSP responder was set to answer  that the serial had been revoked.  

2.2.2  Safeguarding evidence  

Forensically -sound disk images were created by Fox - IT of  the systems that were prone to be 

compromised . Initially this process was restricted to the servers that hosted the  CA software and the 
firewall management system that contained the firewall logs. At the request of the KLPD, the process was 
extended to include the creation of images of additional computer systems within DigiNotar's premises.  
 

The disk images that were produced as evidence were numbered with the prefix SVO, which refers to 
ñStuk Van Overtuigingò (and translates to ñevidentiary itemò). References within this report to (images 
of) machines that can also serve as evidence will be m ade using the function of the server.  

Approximately 400 disk images were created of 265 systems amounting to a total of seven terabytes  of 
compressed data.  
 

In addition to  manually safeguarding servers, an investigation al infrastructure was set up using Encase 
Enterprise. This method provide d the  means to safeguard servers and workstations without shutting 
them down thus limiting the impact on the operation of the business. Encase Enterprise provided the 
means to do a live  examination on the connected servers and workstations within DigiNotarôs 

infrastructure. The live investigation was done in an iterative and forensically -sound manner. The 
infrastructure aided the researchers by allowing them to instantly follow up on the ir results and to 
perform further research. Most of the computer systems were still in use  during the investigation, which 

had a negative effect on the overall progress of the investigation , as it slowed down the process of 
imaging the systems and resulted  in the possibility that traces could be overwritten by a running process.  
 

During the investigation , several servers were needed for the purpose of rebuilding a new production 
infrastructure. If these systems were not already secured they were secured man ually before they were 
used in the new setup. The impact of this was that the systems that were reinstalled were not a part of 
the network anymore and therefore could not be investigated live. Two systems could not be shut down 

because of the critical func tion that they performed for the Dutch tax and customs administration and 
therefore were not safeguarded or investigated. Conforming to  the wishes of the ministry BZK , the 
following systems were not safeguarded: all but one system in the co - location, appro ximately 40 

workstations, the backup tapes and an unknown number of laptops 8.  

                                               
8 Since no complete administration could be presented of the equipment that was in use by  DigiNotar.  
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3  State of affairs  

3.1  Organi zation  
DigiNotar B.V. was founded as a privately -owned notarial collaboration in 1998. The customer base of 
DigiNotar consisted of government institutions , profit and non -profit organizations and individual citizens. 

The company provided digital certificate services as a Trusted Third Party (TTP) and hosted a number of 
Certificate Authorities (CAs). Certificates that were issued by DigiNotar included SSL ce rtificates used to 
secure websites, qualified certificates used to make legal digital signatures and government accredited 

certificates used by the Dutch government and its citizens. The government accredited óPKIoverheidô-
certificates were used for a wide  range of critical eGovernment services in The Netherlands, such as a 
citizen authentication service, vehicle registration and real -estate registration. The bankruptcy of 

DigiNotar B.V.  was declared by the court of Haarlem  on September 20 , 2011 . 

3.2  Services  
DigiNotar hosted multiple  Certificate Authorities and provided various services based on certificates. The 
most important Certificate Authorities that were hosted by DigiNotar were:  

¶ DigiNotar PKIoverheid CA Organisatie -  G2. This is one of the sub -CAs of t he root ñStaat der 
Nederlanden Root CAò (translates to ñState of the Netherlandsò), which was part of the 
PKIoverheid infrastructure. These certificates are used for organizations  in their communication 
with the Dutch government.  

¶ DigiNotar Root CA . The roo t certificate was in the trust list of several web browsers, operating 
systems and document readers.  

¶ DigiNotar Qualified CA . This sub -CA of the DigiNotar Root CA was a registered authority and the 

qualified certificates that it issued could be used to leg ally sign documents on the basis of 
directive 1999/93/EC of the European Parliament and of the Council on a Community framework 
for electronic signatures.  

¶ DigiNotar Extended Validation CA . This sub -CA of the DigiNotar Root CA could issue generally 

accepted  EV-SSL certificates that are used to protect websites.  
 
Several other sub -Certificate Authorities of the DigiNotar Root CA existed in the infrastructure of 

DigiNotar. Also , various other root certificates existed for various services. During the investiga tion a 
complete list of Certificate Authorities that were hosted by DigiNotar was created , which is included in 
Appendix VI.  

3.3  Network infrastructure  
In order to clarify the investigative results in chapters 4 through 8 , a general overview of the network 
inf rastructure is provided in this chapter.  The overview of the network infrastructure and its normal 
operation is based on information that was provided by DigiNotar.  

 
The DigiNotar network had two connections to the Internet that were provided by two different Internet 
Service Providers, one at the main location and one at the co - location. Behind the router that is 
responsible for Internet connectivity at the main location , a TippingPoint 50 Intrusion Prevention System 

(IPS) was present. The IPS was ru nning a default configuration and was not used optimally, as it was 
placed in front of the firewall and consequently gave a lot of false positives. The IPS was planned to be 
placed behind the firewall. Behind the IPS the traffic was  routed to a redundant N okia firewall appliance, 

which was running Check Point Firewall -1 / VPN -1 (Check Point SecurePlatform NGX R65 HFA 50) with a 
separate management server. A third party assisted DigiNotar in operating the firewalls with support and 
technical fallback.  A load  balancer routed the traffic to the web servers.  

 
A number of co - located servers were part of the network for the purpose of disaster recovery and 
business continuity. The co - located servers were not located in the same building or in a building near 
the m ain location.  

 
Most of the systems in the DigiNotar network were running a Microsoft Windows operating system.  
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3.3.1  Network segments  

 

 
Figure 1  A sketch of the DigiNotar network 9 

 
The DigiNotar network was divided into 24 different internal network segments. The following list of 

segments was enforced, as extracted from the firewall settings on August 30 . 
 

 Net name 10  IP range  Description  

DMZ-old -net  10.10.0.0/24  Old DMZ network  

DMZ-ext -net  10.10.20.0/24  External DMZ network  

DMZ-ext -closed -net  10.10.30.0/24  Closed external DMZ network  

DMZ-ext -vpn -net  10.10.40.0/24  VPN network  

DMZ-ext -vasco -net  10.10.50.0/24  Vasco external DMZ network  

Production -net  10.10.110.0/24  Secure production network  

DMZ- int -net  10.10.200.0/24  Internal DMZ network  

Admin -net  10.10.210.0/24  Management network  

Acceptance -net  10.10.230.0/24  Acceptance network  

Test -net  10.10.240.0/24  Test network  

Develop -net  10.10.250.0/24  Development network  

Office -new -net  10.31.32.0/23  New office network  

Vasco -net  10.32.0.0/16  Connection to the Vasco network  

Iscsi -net  10.200.200.0/23  Internal ISCSI network  

Iscsi -colo -net  10.200.202.0/23  Co- location -  ISCSI DMZ network  

Office -net  172.17.20.0/25  Office network and temporary network  

Hosted1 -old -net  172.17.20.128/28  Old òhosted1 ò network  

                                               
9 Based on a drawing provided by DigiNotar. The exact lay -out of the layer -2 network (switches) in this 
sketch was  not verified.  
10  Network segment name as it is used in this report.  
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 Net name 10  IP range  Description  

Hosted3 -old -net  172.17.20.160/28  Old ñhosted3 ò network  

Secure -net  172.18.20.0/24  Secure network locating the CAs and netHSMs  

DMZ-ext -colo -net  172.25.20.0/24  Co- location ï external DMZ network  

DMZ- int -colo -net  172.26.20.0/24  Co- location ï internal DMZ network  

Secure -colo -net  172.27.20.0/24  Co- location ï Secure network  

Office -colo -net  172.28.20.0/24  Co- location ï office network  

Sync -1-net  192.168.1.0/29  First FireWall -1 synchronization  network  

Ext -net  62.58.35.96/28  External network addresses  

Firewall -mgmt -net  62.58.74.128/27  Remote access for the management of the firewall  

 
The construction of the network security zones corresponded with best practices  as the following sketch 

depicts. A more detailed figure of the systems and network segments that are mentioned in this report is 
included in chapter 9.  
  

 
Figure 2  Network security zones  

 
An internal and external DeMilitarized Zone (DMZ) prohibited direct connections between the Internet 

and the internal network. The firewall prohibited any connections  initiated from DMZ - int -net to DMZ -ext -
net  as well as connections that were initiated from DMZ- int to Secure -net 11 . The administrators could 
access all the systems through remote desktop connections from their workstations, which were located 
in a room that was physically only accessible to adminis trators. Several exceptions existed in the firewall 

configuration for network traffic between the various segments 12 .  

                                               
11  The description of the operation of the firewall is based on  interviews with  the administrators of 
DigiNotar.  
12  A total number of 156 rules existed in the firewall. Firewall rules influence the interconnections that are 

allowed and disallowed between zones.  
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3.3.2  Network operation  

During normal operation, a customer requested a certificate on one of the websites running on a web 

server in the extern al DMZ (DMZ -ext -net). The request was then stored by the web server on a server in 
the internal DMZ (DMZ - int -net). These requests were periodically collecte d by a service in Secure -net.  In 

the CAP (Control Application) administrative application , the reque st was stored and administrative 

procedures such as vetting were initiated.  
 
When a request was approved using the four -eye principle, the request was marked as such in the 
database. Subsequently, an administrative employee logged onto a workstation runnin g a DARPI client 

(DigiNotar Abonnementen  Registratie Production Interface 13 ) in a separate room and processed the 
request. Depending on the procedure , a private key was generated if it was not generated by the 
customer and a certificate request was sent to one of the CA servers. The CA software automatically 

signed the request and returned the certificate.  
 
In order for the CA software to automatical ly sign the certificate request , the appropriate private key  

needed to be activated in the netHSM. This was d one by authorized  employee s by  enter ing  a smartcard 
into the netHSM combined with a PIN  code . 
 
It was also possible for the CA operator to manually create certificates , for certificate requests that  could 

not be processed by the DARPI application. In order to issue these certificates the CA operator had to log 
into the CA application  with its smartcard , provided someone else had given the operator  physical access 
to the secured room.  After verificati on by another person the certificate was created.  

 
The main servers and network devices of DigiNotar, including the CA servers and netHSM, were located 
in a physically highly -secured room at the main location. This room could be entered only if authorized  

personnel used a biometric hand recognition device and entered the correct PIN  code . This inner room 
was protected by an outer room connected by a set of doors that opened depend ent on each other 
creating a sluice. These sluice doors had to be separately o pened with an electronic door card that was 
operated using a separate system than for any other door. To gain access to the outer room from a 

publicly  accessible zone , another electronic door had to be opened with an electronic card.  

 
Systems that needed t he most protection were located in the Secure -net network segment. These 

systems included  the servers that ran the CA management software, the ñproduction ò servers and the 
hardware securit y module  that was  accessible over the network (netHSM). The workstat ions and servers 
in this production network were used, among others, to initialize  and personalize  smartcards or other PKI 

tokens, issue certificates and create PIN letters. These production workstations could access the back -end 
records in Office -net as w ell as the CA servers in Secure -net. The custom applications used for production 
are called CAP, DARPI and BAPI ( Belastingdienst 14  Advanced Program Integration ) and were all 
developed in -house.  

 
The CA management software that ran on the CA servers connected over the network to the netHSMs, 
where the private keys of the Certificate Authorities were stored  in encrypted form . At the main location , 

at least eight CA servers were present, including on e test CA server and one root CA server. At  the co -
location , seven redundant (virtual) CA servers were located for the purpose of business continuity 15 . In 
total DigiNotar used four netHSMs, one of which was in the secure segment for the CAs, a second in th e 

internal DMZ (DMZ - int) for the ñParelsnoer ò service, a third in the test environment and the fourth in the 
co- located secure network segment (Secure -colo -net).  

3.3.3  Internet connectivity  

For the purpose of the investigation , it  was helpful to know how DigiNot ar was connected to the Internet. 
Although no exhaustive inventory was made, it became clear during the investigation that many websites 

were hosted by DigiNotar. A survey was made of the connection to the Internet.  

                                               
13  Translates to ñSubscription Registration Production Interface ò. 
14  The Dutch tax and customs administration . 
15  The systems were on ówarm ô standby; the servers were switched on  and backups were stored there on 

a regular basis.  
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3.3.3.1  Registered Internet IP  addresses  

The fol lowing IP  address ranges were identified to be used by DigiNotar:  

 

IP start  IP end  net name  

62.58.35.96  62.58.35.111  TELE2-CUST-DIGINOTAR -BV 

62.58.36.112  62.58.36.127  VERSATEL-CUST-Diginotar -B-Vx 

62.58.44.96  62.58.44.127  VERSATEL-CUST-Diginotar -B-Vx 

81.58.241.160  81.58.241.175  VERSATEL-CUST-Diginotar -B-Vx 

87.213.105.80  87.213.105.95  TELE2-CUST-Diginotar  

87.213.114.0  87.213.114.15  VERSATEL-CUST-Diginotar -B-Vx 

87.213.114.160  87.213.114.191  VERSATEL-CUST-Diginotar -B-Vx 

143.177.3.40  143.177.3.47  -  

143.177.11.0  143.177.11.15  -  

193.173.36.32  193.173.36.47  OTS25849  

3.3.3.2  Web service scan  

During a service scan performed by Fox - IT on September 14 , 2011 , a long list of servers were identified 
as accessible from the Internet.  
 

IP address  Port 

80  

HTTP  

Port 

443  

HTTPS  

62.58.35.107  X X 

62.58.36.113  X X 

62.58.36.116  X X 

62.58.36.117  X X 

62.58.36.118  X X 

62.58.36.119  X X 

62.58.36.121  X X 

62.58.36.122  X X 

62.58.36.123   X 

62.58.36.124   X 

62.58.36.125  X X 

62.58.36.126  X X 

62.58.36.127  X X 

62.58.44.96  X X 

62.58.44.97  X X 

62.58.44.98  X X 

62.58.44.99  X X 

62.58.44.100   X 

62.58.44.102  X X 

62.58.44.103  X X 

62.58.44.104  X X 

62.58.44.105  X  

62.58.44.107  X X 

62.58.44.109  X X 

62.58.44.110   X 

62.58.44.112  X X 

62.58.44.113  X X 

62.58.44.114  X X 

62.58.44.118  X X 

IP address  Port 

80  

HTTP  

Port 

443  

HTTPS  

62.58.44.119  X X 

62.58.44.121  X X 

62.58.44.123  X X 

62.58.44.125  X X 

62.58.44.126  X X 

62.58.44.127  X X 

81.58.241.160  X X 

81.58.241.161  X X 

81.58.241.162  X  

81.58.241.163  X X 

81.58.241.164  X  

81.58.241.165  X X 

81.58.241.167  X X 

81.58.241.168  X X 

81.58.241.171  X X 

81.58.241.172  X X 

81.58.241.173  X X 

81.58.241.174  X X 

81.58.241.175  X  

87.213.105.80  X  

87.213.105.81  X X 

87.213.105.82  X  

87.213.105.83  X  

87.213.105.84  X  

87.213.105.85  X  

87.213.105.87  X X 

87.213.105.89  X  

87.213.105.90  X X 

87.213.105.91  X X 

IP address  Port 

80  

HTTP  

Port 

443  

HTTPS  

87.213.105.92    

87.213.105.93  X  

87.213.105.94  X X 

87.213.105.95  X X 

87.213.114.3  X X 

87.213.114.4  X X 

87.213.114.5  X X 

143.177.3.40  X X 

143.177.3.41   X 

143.177.3.44  X X 

143.177.3.45  X  

143.177.3.46  X  

143.177.3.47  X X 

143.177.11.1  X X 

143.177.11.2  X  

143.177.11.3  X X 

143.177.11.4  X  

143.177.11.5  X X 

143.177.11.6  X X 

143.177.11.7  X X 

143.177.11.8  X X 

143.177.11.9  X  

143.177.11.10  X X 

143.177.11.11  X X 

143.177.11.12  X  

143.177.11.14  X X 

143.177.11.15  X X 

 

A DNS query of the IP addresses that were used (among others )  showed the following entries:  
 

IP address  DNS lookup  

62.58.36.114  mailhost.diginotar.nl  

62.58.36.116  mail.diginea.nl  

62.58.36.118  www.diginotar.nl  

62.58.36.120  authenticatie.pass.nl  

62.58.36.121  belastingdienst.diginotar.nl  

62.58.36.125  service.diginotar.nl  
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IP address  DNS lookup  

62.58.36.126  Registratie.diginotar.nl  

62.58.44.107  digi01.mailwitness.net  

62.58.44.108  digibackup.mailwitness.net  
evssl.diginotar.nl  

62.58.44.109  sha2.diginotar.nl  

62.58.44.111  ftp.diginotar.nl  

62.58.44.113  www.evssl.nl  

62.58.44.116  genghini.mailwitness.net  

62.58.44.121  danka.mailwitness.net  

62.58.44.122  bgg.mailwitness.net  

62.58.44.123  diginotar.mailwitness.net  

62.58.44.124  test.pass.nl  

62.58.44.125  *.diginotar.com  
diginotar.com  
diginotar.net  

143.177.3.41  mailhost1.diginotar.nl  
mail.digifactuur.nl  

mail.diginotar.com  

143.177.3.42  directory.diginotar.nl  

143.177.3.43  www.servicecentrum.diginotar.nl  

143.177.3.45  validation.diginotar.nl  

143.177.11.2  servicecenter.diginotar.nl  

143.177.11.4  demonstratie.pass.nl  

143.177.11.10  onlineaanvraag.diginotar.nl  

143.177.11.11  www.pass.nl  

193.173.36.36  ns1.diginotar.nl  

193.173.36.39  mailhostuw.diginotar.nl  

 

Additionally, a service scan showed a number of noteworthy services:  
 

IP address  Service  

62.58.44.111 (ftp.diginotar.nl)  FTP server  

87.213.105.92 (port 8888)  Web server  

62.58.35.108, 62.58.35.109 & 62.58.35.110  VPN server  

62.58.36.114  Mail server  

87.213.114.2  DNS server  

3.3.3.3  Web server configuration  

From some of the web servers that were present in DMZ -ext -net , the following internal IP  addresses were 
extracted from their configuration . 
 

Server  Internal IP  Site name  

Main -web server  10.10.20.11  Notarisgombert.nl  

 10.10.20.14  Darwizard  

 10.10.20.28  evssl.diginotar.nl  

 10.10.20.41  DigiNotar.nl  

 10.10.20.46  www.evssl.nl  

 10.10.20.58  DigiNotar.com  

 10.10.20.61  OCSPclient  

 10.10.20.69  sha2.diginotar.nl  

 10.10.20.73  BapiOphalen  

 10.10.20.97  Bapiviewer  

Docproof1 server  10.10.20.37  Docproof  

Docproof2 server  10.10.20.65  Docproof  

Pass-web server  10.10.20.16  PassWeb -  PASS15  

 10.10.20.40  NTP 

 10.10.20.35  TIM_tim.diginotar.nl  
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Server  Internal IP  Site name  

Soap -signing web server  10.10.20.98  SS_Provincie -Utrecht.signing.diginotar.nl  

 10.10.20.129  SS_Gelderland.signing.diginotar.nl  

 10.10.20.42  TimeStampServer  

 10.10.20.92  SoapSigning  

 10.10.20.84  SS_Lelystad.Signing.diginotar.nl  

 10.10.20.85  SS_Waterschapdedommel.signing.diginotar.nl  

 10.10.20.86  SS_Signing.diginotar.nl  

 10.10.20.137  DigiDownload  

 10.10.20.87  SS_Teylingen.signing.diginotar.nl  

 10.10.20.88  SS_PZH.signing.diginotar.nl  

 10.10.20.89  SS_sintanthonis.signing.diginotar.nl  

 10.10.20.130  SS_Leeuwarden.Signing.diginotar.nl  

 10.10.20.90  SS_PNB.signing.diginotar.nl  

 10.10.20.91  SS_Leiderdorp.Signing.diginotar.nl  

 10.10.20.99  SS_Drenthe.Signing.diginotar.nl  

 10.10.20.93  SS_Overijssel.Signing.diginotar.nl  

Main -web -new 16  10.10.20.172  evssl.diginotar.nl  

 10.10.20.164  BapiViewer  

 10.10.20.165  DarWizard  

 10.10.20.182  bct.csp.minienm.nl  

 10.10.20.173  www.diginotar.com  

 10.10.20.167  OCSPClient  

 10.10.20.174  service.diginotar.nl  

 10.10.20.169  BapiOphalenCert  

 10.10.20.183  test.bct.csp.minienm.nl  

 10.10.20.175  www.evssl.nl  

 10.10.20.158  www.diginotar.nl  
www.diginotar.com  

diginotar.com  
diginotar.nl  
www.evssl.nl  
evssl.diginotar.nl  

 10.10.20.184  test.csp.minienm.nl  

 10.10.20.181  csp.minienm.nl  

 10.10.20.176  sha2.diginotar.nl  

                                               
16  Main -web server was replaced by Main -web -new: the first firewall entries of 10.10.20.158 from the 
main -web -new server appeared on July 18, 2011. Logs of the old Main -web server showed activity up 

until August 1, 2011. More details are included in Chapter 4. 
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4  Investigation of web server log files  

During the initial incident response investigation that was performed before the involvement of Fox - IT, it 

was identified that a t least two web servers were running outdated versions of the DotNetNuke software. 

There are known security vulnerabilities in these outdated versions of the DotNetN uke software and the 
initial incident response investigation concluded that these vulnerabilities had been exploited to gain first 
entry into DigiNotarôs network. 

 
These compromised web servers were used by the intruder as stepping stones to transfer data and tools 
between DigiNotarôs internal network and the Internet. Both the Main-web and Docproof2 web servers 
were investigated in order to examine what files and tools were transferred and what internal and 

external systems had connected to these compromis ed systems in DMZ -ext -net.  

4.1  Sources  
After a crash of the main web server of DigiNotar, an employee of DigiNotar found evidence that the 
Main -web server had been compromised. A new web server was installed on other hardware  using an old 

backup , which left the data of the compromised web server, including the log files up to August 1, 2011, 
intact for further investigation.  
 

During the incident response investigation by Fox - IT on the Taxi -CA and Qualified -CA servers, evidence 

was  found indicating that these systems had connected to a specific file ( settings.aspx ) on the Main -

web server that acted as a rudimentary file manager, among other things. With this file manager the 

directory  /beurs  could be used to store and exchange hacking tools and other unauthori zed files. Other 

investigated systems within the network later showed cached web pages originating from this directory, 

as detailed in Chapter  7. A sample of a cached version of settings.aspx  is shown below.  

 

 
Figure 3  A sample of  a cached version of settings.aspx  

4.2  Web server log file analysis  

The directory /beurs  was located on the Main -web server at 

D: \ Websites \ DigiNotar.nl \ DigiNotarweb01 \ beurs  and was available internally at 

http://10.10.20.41/beurs  and publicly at http://www.diginotar.nl/beurs . When the directory 

/beurs  was examined, no files were present in the disk image, but the evidence on Taxi -CA and 

Qualified -CA servers indicated that files had indeed been present in this directory (see paragraph  7.2.2 ).  
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The Microsoft IIS log files of the Main -web server were subsequently examined in order to determine 

which internal and external systems had made a connection to the directory /beurs  including all files  in 

that directory . The log files were stored in C: \ WINDOWS\ system32 \ LogFiles \ W3SVC1062701327\  and 

C: \ Data \ Websites \ Logging \ W3SVC1062701327\  and were named EX<YYMMDD>.log. The timestamps in 

the logs are based on Coordinated Universal Time (UTC) and the time deviation of the server was 

minimal. The log files have t he following format:
17

 

 
2011 - 07- 11 00:30:48 W3SVC1062701327 10.10.20.41 GET /beurs/settings.aspx -  80 -   

aaa.bbb.ccc.ddd Mozilla/5.0+(Windows+NT+6.1;+rv:2.0.1)  

+Gecko/20100101+Firefox/4.0.1 200 0 0  

 
In a log entry such as the one above, one can distinguish when a system identifiable by its IP address 

(aaa.bbb.ccc.ddd ) made a connection to the Main -web server (10.10.20.41) and which operating 

system and browser were most likely used to do so ( Mozilla/5 .0+(Windows+NT+6.1;+rv:2.0.1 ). 

Furthermore, one can distinguish the request that was performed ( GET /beurs/settings.aspx ) and the 

web serverôs response to this request (status OK: 200 ).  

 
During the incident response investigation, it became clear that a number of log files were missing, which 
included log files from the period around the intrusion. More specifically, access log files for the period up 

to July 11, 2011 had been removed from  the Main -web server. However, the error logs in the HTTPERR 

directory were still present on the Main -web server and contained entries prior to July 11, 2011.  

According to DigiNotar, the log files were most likely deleted by an administrator of DigiNotar d uring an 
incident where the available space on the hard  disk was filled by large log  files. According to DigiNotar, 
the files were deleted after a brief inspection that showed no remarkable entries.  

 

The files Default.aspx  and old_Default.aspx  that had ori ginally been located in the /beurs  directory 

were recovered in a backup that was made on August  27, 2009 and which was located at 

D: \ Websites \ BackUp\ Diginotar01.old . This could mean that the /beurs directory had been inactive 

for a while , which may have be en a reason to use this directory, as well as  that it may have been 

emptied by the intruder.  

4.3  Results  
Since the removed log files had partially been overwritten, recovery software could not be used. 

Therefore a pattern matching text search was performed on the entire disk image searching for log 

entries that contained /beurs . This method recovered 1,583 log entries. It showed that uploading a file 

to the web server was done with a post - request  to the aspx  script, and downloading a file could be done 

by conne cting to the /beurs  directory. The scripts settings.aspx  and up.aspx  were used to upload files. 

The recovered logs revealed a list of internal and external IP addresses that had connected to the /beurs  

directory , which was used as a  stepping stone.  

4.3.1  Interna l systems  

Based on entries in the log files, the following 13 internal systems could be identified as having connected 

to the /beurs  directory on the compromised Main -web server.  

 

Network  Server  

DMZ- int -net  Docproof -db  

Office -net  BAPI-db  

 Production121  

 Squid -proxy server  

 Office - file  

Secure -net  CAP-app -web  

 CAP-app -db  

 Relation -CA 

                                               
17  More details can be found at Microsoft Technet, ñW3C Extended Log File Format (IIS 6.0)ò at 
http://www.microsoft.com/technet/prodtechnol/windowsserver2003/lib rary/iis/676400bc -8969 -4aa7 -

851a -9319490a9bbb.mspx  
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Network  Server  

 Public -CA 

 CCV-CA 

 Root -CA 

 Qualified -CA 

 Taxi -CA 

 

All the internal systems that had connected to the /beurs  directory, which was used as a stepping stone 

by the intruder during the intrusion, should be regarded as compromised unless specific evidence would 
indicate otherwise. This was the case for  Squid -proxy , which was  probably not compromised but used as 
a pr oxy by other  machines in the Office -net.  

 

It was noticed that the connections from the Public -CA server to the script up.asxp  showed a regular 

pattern of connections.  

4.3.2  External IP addresses  

The IP addresses of external systems that had accessed the directory /beurs  were likely to have been 

utilized by the intruder and are included in Appendix II (referenced as AttIPxx). This list of IP addresses 
is not exhaustive, as a number of log files had  been removed, were overwritten, and were beyond 
recovery. In total, 26 unique external IP addresses were identified  during the investigation of the web 

server log files .  
 
Some of these IP addresses were probably not related to the intruder. For example, requests from four 

different IP addresses originating from the Netherlands and Belgium were only seen during the internal 
incident response investigation that started on July 19, 2011. Another IP address resolved to a Googlebot 
web crawler and was therefor e excluded. The remaining 2 1 IP addresses were suspicious and were 

probably utilized  by the attacker, because files were up or download ed and the aspx -scripts were used by 

these IPs. Results from other parts of the  investigation also point to seven  of thes e IP addresses that are 

referenced as AttIP3, AttIP4, AttIP5, AttIP6, AttIP13, AttIP19  and AttIP22 . 

4.3.3  Suspicious files  

From the results of pattern matching text searches, a list of files was composed that had been present in 

the directory /beurs of the Main -web server over time. The following list of 125 files is not exhaustive, 

as a number of log f iles appear to ha ve  been removed and overwritten and were beyond recovery.  
 

File name  File name  File name  File name  
aaaa.txt  

all.zip  

asdasd.zip  

aselect.rar  

bapi.zip  

beurs.aspx  

bin.zip  

c.zip  

cachedump.exe  

certcontainer.dll  

code.zip  

csign.zip  

dar.rar  

dar.zip  

darpi.zip  

darv11.zip  

darv12.zip  

darv13.zip  

darv15.zip  

darv16.zip  

darv17.zip  

darv18.zip  

darv19.zip  

darv20.zip  

darv21.zip  

darv22.zip  

darv23.zip  

darv24.exe  

darv24.zip  

darv25.zip  

darv26.zip  

darv27.zip  

darv28.exe  

darv28.zip  

darv29.zip  

darv3.zip  

darv30.zip  

darv31.zip  

darv33.zip  

darv34.exe  

darv34.zip  

darv35.zip  

darv36.zip  

darv37.zip  

darv38.zip  

darv4.zip  

darv5.zip  

darv6.zip  

darv7.zip  

darv8.zip  

darv9.zip  

data.zip  

dbpub.zip  

Default.aspx  

Depends.exe  

depends.exe  

DigiNotar_Services_CA.cer  

direct.exe  

direct.zip  

direct83.exe  

elm.zip  

ev - add.zip  

f1.cer  

final.zip  

ids.zip  

jobdone.zip  

keo.zip  

last.zip  

lastdb.zip  

lb.msi  

ldap.msi  

ldap.msi  

md5s.txt  

mimi.zip  mohem.zip  

mswinsck.ocx  

msxml6.msi  

nc.exe  

newjob.zip  

nfast.zip  

nssl.zip  

origrsa.zip  

passadmin.rar  

pki.zip  

PortQry.exe  

psexec.exe  

putty.exe  

PwDump.exe 

qualifieddata.zip  

Read1.exe  

Read2.exe  

Read3.exe  

Repositories.zip  

rsa_cm_68.zip  

rsaservice.rar  

saerts.zip.part1.txt  

saerts.zip.part2.txt  

saerts.zip.part3.txt  

saerts.zip.part4.txt  

settings  

Settings.aspx  

settings.aspx  

settings.zip  

sms.msi  

SQLServer2005_SSMSEE.msi  

ssl.zip  

tijdstempel.pfx  

Troj25.exe  

twitter.zip  

up.aspx  

USBDeview.exe  

validate.zip  

vcredist_x86.exe  

webapp.zip  

websign.rar  

win.exe  

win2.exe  

win3.exe  

z3.exe  

z4.exe  

z5.exe  

Zip2.exe  

zip3.exe  

zipped.zip  

Zipper.exe  
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Some of these names are related to internally used names. For example:  
¶ A-select is a service provided by DigiNotar  
¶ BAPI is an administration application for the Dutch tax administration  
¶ DAR is the administration application hosting all customers information ( DigiNotar Abonnementen  

Registrat ie)  

¶ Qualified is the name of one of the CA servers (Qualified -CA) 
¶ Public (pub) is the name of another CA server (Public -CA)  

¶ rsa_cm_68 is the directory where  the CA management software is installed on the CA servers  

4.3.4  Noteworthy log entries  

In the access logs  of the Main -web server a remarkable piece of evidence was found.  
 

2011 - 07- 24 13:16:48 10.10.20.41 GET /settings.aspx -  80 ï AttIP3 

Mozilla/5.0+(Windows+NT+5.1;+rv:5.0)+Gecko/20100101+Firefox/5.0  

2011 - 07- 24 13:16:53 10.10.20.41 POST /settings.aspx -  80 ï AttIP4 

Mozilla/5.0+(Windows +NT+5.1;+rv:5.0)+Gecko/20100101+Firefox/5.0  

 

The entries in the log files indicate that the intruder regularly used the proxy on AttIP4 to connect to the 
stepping stone in order to obscure his identity. It appears that the intruder erroneously connected to the 

stepping stone without using the proxy o n AttIP4 (possibly in a proxy chain) which revealed AttIP3. Five 
seconds later the error was corrected and the request was repeated using the proxy on AttIP4. AttIP3 
had previously been used to test the OCSP response for a rogue Yahoo certificate that had been issued 
by DigiNotar. AttIP3 resolved to a DSL user in the Islamic Republic of Iran (see also paragraph 10.2.2 ).  

4.4  Conclusion  
Some of the incriminating files and logs were d eleted from the Main -web server  by DigiNotar, by the 
intruder or by an automated process. However, by searching through the images of the entire disk the 
remains of deleted web server access log entries were found. Additionally, error log files were present on 

the Main -web server and log files were present on the Docproof2 server. From  these log entries, a list of 

IP addresses that had connected to the directory /beurs,  which was used as a stepping stone, was 

generated. Of the internal systems  that were found to have connected to this directory and the 
corresponding script, 12 were most  likely compromised by the intruder. A total of 125 file names were 
extracted, which were copied to or from the stepping stones.  

 
Moreover, the log entries that were recovered produced a list of 26 external IP addresses that had been 
used to connect to the  Main -web server stepping stone. On this basis of this part of the investigation, 

Fox- IT deems it very likely that 2 1 of these IP addresses were (ab)used by the intruder. The vast 
majority of these IP  addresses were most likely  used as a proxy to obscure t he identity of the intruder, 
but the true IP address of the intruder may have been revealed by error. All these IP addresses were 

handed over to the KLPD.  
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5  Investigation of firewall log files  

Within DigiNotarôs infrastructure there was a central position for the firewall. The firewall was configured 

so that all violations of firewall rules as well as all the accepted traffic connections were logged, which 

resulted in up to 2 million log entries per day. The large amount of log data that was generated has gr eat 
potential for tracing the intruderôs steps, even though data mining on such a large amount of data is time 
intensive.  

 
The firewall was only able to log connections between the network segments that it segregated. Traffic 
within a segment was not logge d by the firewall, with the exception of traffic that had the firewall as its 
destination.  

5.1  Sources  
A Check Point appliance on a redundant Nokia IP390 platform with a separate management server was 
used as the firewall within the main infrastructure. A prev iously -used redundant Sun firewall platform was 
also present in the network. At the co - location, another Check Point firewall based on a Nokia appliance 

platform was present.  
 
Fox- IT created a forensic image of the disk of the firewall management server lo cated at the main 

location. In our forensic  lab, a copy of the disk image was virtualized  and the management station was 
accessed using the Check Point SmartConsole software. The log files were exported for further processing 
and examination.  

 
For the purpose of this investigation, the traffic logs were of primary interest. The traffic logs contain the 
following fields:  

¶ Timestamp  

¶ Action (accept  / drop  /  reject  /  encrypt  /  decrypt  /  keyinst)  
¶ Firewall interface name and traffic direction  

¶ Firewall rule (na me, ID and number)  

¶ Source and destination IP and port  
¶ Protocol  
¶ ICMP (code and type)  

¶ NAT (rule number, translated IP  /  port)  
¶ DNS query  
¶ VPN (scheme, method, peer gateway)  
¶ TCP out of state, flags  

¶ IPSec specification  
¶ Attack details  

 

The timestamps of the firew all logs are based on Central European (Summer) Time (CEST).  

5.2  Log file analysis  
Not all the fields in the log files were relevant for the investigation. Only the source and destination IP 
addresses, port numbers and the  òacceptò and ñdropò actions were used. The investigated log files  date 

from May 31, 2011 at 23:51:57 up to July 31, 2011 at 23:51:36 and contain a total of 112,840,345 
records. Logs that date back further were also available but were irrelevant for the purpose of this 
investigation.  

 
The appr oach for the analysis of the firewall logs was based on the results of the investigation performed 
on other exhibits. The search for anomalies was guided by the expertise of the investigators and the 
situation at hand. The degree of certainty in which the identified anomalies can be linked to the intruder 

on the basis of the firewall log files alone varies. Anomalies that cannot conclusively be connected to the 
intruder are included in  paragraph 5.2 .8 . 

5.2.1  Connections from internal IPs to Att IPs  

During the investigation, a list of external IP addresses that were suspected to have been used by the 
intruder was created. This list was based on the web server log files that the intruder used as a stepping 

stone (as described in paragraph 4.3.2 ) and th e IP addresses that were found in the tools that were left 
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by the intruder (as described in Chapter 7). The complete list of these IP addresses is included in 
Appendix II.  
 
On June 18, 2011  connections started to appear that were initiated from systems wi th internal IP 

addresses of DigiNotar to the suspected  intruderôs IP addresses. The log entries with source IP addresses 

in the ranges 10.0.0.0/8 and 172.16.0.0/12 to the intruders IP addresses in the firewall log files are 
visualized in the following grap h. 18  

 

 
Internal IPs Ą suspicious  intruder IPs  

 

The data  indicates that the first connection s back to the intruder were  established from two machines in 
the external DMZ network (DMZ -ext -net), namely the Main -web and Docproof1 web servers. The last 
connection back to the suspicious intruder IP addresses occurred on July 22, 2011. This part of the 

investigation also showed that successful connections only took place from internal IP address to AttIP1, 
AttIP2, AttIP19  and AttIP22 . Additionally, unsuccessful connections (dropped by the firewall) were 
attempted to AttIP13.  

5.2.2  Tunnels from DMZ - ext - net to AttIP1  

Early on in the inve stigation, a tool was identified that had been created by the intruder which contained 

an external IP address used by the intruder (AttIP1). It was then discovered that connections from the 
ext -DMZ-net to this IP address had taken place. Based on entries in the log files, it was examined if other 
connections from DMZ -ext -net to this specific IP address could be found.  
 

 

                                               
18  Please note the use of a logarithmic scale. This scale is used to emphasize the occurrence of the 

connections rather than the number of connections.  One bar indicates the connections of one day.  
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Web servers Ą AttIP1 port 443  

 

This showed that at least 4 servers in DMZ -ext -net had connected back to the intruder since June 18, 
2011. It also showed a regular  pattern  for  the connections between the Docproof1 server and AttIP 1. 

5.2.3  Access to Office - net  

As of June 17, 2011 at 11:28, accepted connections started to appear between the Main -web server and 
the BAPI -db server on port 1433, which is used for the Microsoft SQL ser vice.  

 

 
Main -web (10.10.20.46) Ą BAPI-db on port 1433  

 
This indicated that the firewall accepted connections on this port between DMZ -ext -net and Office -net, 

but that no such connection had taken place between June 1, 2011 and June 16, 2011. The identifie d 
traffic from June 17, 2011 onwards indicated that the MSSQL database server on BAPI -db was probed 
from Main -web. This activity matched with a file that was identified on the Main -web server which 
contained a string with credentials to access the database  on BAPI -db (see paragraph  7.3 ).  

5.2.4  Tunnels from Office - net  

A number of tools that were left by the intruder were used to create network tunnels (see also paragraph 
7.2.3 ). These tunnels were setup between an internal server  (TCP port 3389)  and a server in the DMZ -
ext segment  (TCP port 443) . Port 3389 indicate s that the tunnels were used to tunnel Terminal Services 
or Remote Desktop Protocol (RDP) traffic.  Port 443, which is generally used for HTTPS, was utilized so 
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that the traffic could pass through the firewall . Analysis of the traffic log files of the firewall showed that 
these tunnels had been used.  
 

File name  troj134.exe  
Connect from  BAPI-db server  

Connect to  eHerkenning -AD server  
Connections   

Date  Nr. of log entries  

2011 -06 -30  74522  

2011 -07 -01  124510  

2011 -07 -02  26351  

2011 -07 -03  49021  

2011 -07 -04  530  

2011 -07 -05  11  
 

 

File name  troj172.exe  
Connect from  BAPI-db server  
Connect to  Pass-web server  

Connections   

Date  Nr. of log  entries  

2011 -06 -29  1 
 

 

File name  troj25.exe  
Connect from  Source -build server  

Connect to  eHerkenning -AD server  
Connections  None were found  

 
Although a tool was found to tunnel remote desktop traffic, no conclusions can be drawn that the Source -

build was compromised. Also, the investigation of the firewall logs showed no connections of this tunnel.  

 
The tunnels allowed the intruder to connect to a remote desktop service on systems in the Office -net 
segment. The data  showed that the intruder had created tunnels to access systems in the Office -net on 

and after June 29, 2011.  

5.2.5  Access to Secure - net  

The earliest suspicious traffic identified from the Secure -net was encountered when traffic from Secure -
net with destination port 80 was examined. The following extraordinary log entries were identified:  
 

2011 - 07- 01 01:16:36 -  drop -  [tcp] 172.18.20.230:2404 - > 172.18.20.2:80  

2011 - 07- 01 01:16:39 -  drop -  [tcp] 172.18.20.230:2404 - > 172.18.20.2:80  

2011 - 07- 01 01:16:45 -  drop -  [tcp] 172.18.20.230:2404 - > 172.18.20.2:80  

2011 - 07- 01 01:17:07 -  drop -  [tcp] 172.18.20.230:2408 - > 172.18.20.2:80  

2011 - 07- 01 01:17:10 -  drop -  [tcp] 172.18.20.230:2408 - > 172.18.20. 2:80  

2011 - 07- 01 01:17:16 -  drop -  [tcp] 172.18.20.230:2408 - > 172.18.20.2:80  

2011 - 07- 01 01:18:04 -  drop -  [tcp] 172.18.20.230:2422 - > 172.18.20.2:80  

2011 - 07- 01 01:18:07 -  drop -  [tcp] 172.18.20.230:2422 - > 172.18.20.2:80  

2011 - 07- 01 01:18:13 -  drop -  [tcp] 172.18.20.230:2422 - > 172.18.20.2:80  

2011 - 07- 01 01:19:28 -  drop -  [tcp] 172.18.20.230:2436 - > 172.18.20.2:80  

2011 - 07- 01 01:19:31 -  drop -  [tcp] 172.18.20.230:2436 - > 172.18.20.2:80  

2011 - 07- 01 01:19:37 -  drop -  [tcp] 172.18.20.230:2436 - > 172.18.20.2:80  

2011- 07- 01 01:20:10 -  drop -  [tcp] 172.18.20.230:2446 - > 172.18.20.2:80  

2011 - 07- 01 01:20:13 -  drop -  [tcp] 172.18.20.230:2446 - > 172.18.20.2:80  

2011 - 07- 01 01:20:19 -  drop -  [tcp] 172.18.20.230:2446 - > 172.18.20.2:80  

 
The entries concern traffic within the Sec ure -net segment, but which was still logged by the firewall. The 

reason for this is that the destination IP (172.18.20.2) is the firewall itself. The earliest suspicious log 
entry from the secure network segment occurred on July 1, 2011 at 01:16 CEST. Abou t an hour later,  

more dropped traffic to ports 139, 443 and 445 on the firewall IP was logged originating from 
172.18.20.230 (the BAPI -production workstation).  
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This led to the presumption that the intruder first entered the Secure -net segment on the BAPI -
production workstation and then conducted a port scan on ports 80, 139, 443 and 445 within the subnet, 
which included the firewall and thus resulted in the aforementioned log entries.  

5.2.6  Tunnels from Secure - net  

Servers located in DMZ -ext -net acted as an inte rmediate hop or stepping stone between the internal 

network of DigiNotar and the Internet. For this purpose the intruder used tunnels through  port 443 that 
allowed him to connect to servers that were not directly connected to the Internet.  
 
All traffic or iginating from Secure -net to other network segments on port 443 was examined. This 

resulted in 3,062 logged traffic connections. The majority of these connections (2,970) originated from 
CAP-app -web and CAP -web server to the cluster address Cluster -prodpas s in DMZ -ext -net. This traffic 
occurred before and after the intrusion  and was probably ordinary traffic.  

 
When this traffic is ignored, it leaves 92 traffic connections out of the original 3,062 that were further 
investigated. Out of these 92 connections,  54 relate to blocked traffic that originated from Public -CA 

server on July 4, 2011 between 03:25 and  04:42. The blocked traffic was intended for the following IPs:  
¶ AttIP1:443 (see Appendix II);  
¶ Pass-web server;  
¶ Docproof1 web server;  

¶ 10.10.2.139:443 (not in the  server list -  presumably a typing error made by the intruder).  
 
Due to the unusual time that these attempts occurred, it was safe to assume that the intruder had access 

to the Public -CA server at this time.  
 
The remaining 38  of the 92 connections th at were further investigated relate to accepted traffic. These 

log entries show that direct connections were made from the Secure -net segment to the DMZ -ext -net 
segment:  
 

From  To  Nr. of conn.  

CAP-app -db server  Main -web server  5 

Relations -CA server  Main -web server  2 

Public -CA server  eHerkenning -AD 15  

Public -CA server  eHerkenning -HM 7 

Public -CA server  Pass-web  3 

Public -CA server  Main -web server  2 

CCV-CA server  Main -web server  2 

Taxi -CA server  Main -web server  2 

 

This confirm ed that suspicious connections from Secure -net to DMZ -ext -net took place as of  on July 2, 
2011 at 06:40:44.  Further investigation could conclusively establish if this traffic is related to the 
intruder . 

5.2.7  Access to stepping stone from Secure - net  

When all traff ic originating from Secure -net to DMZ -ext -net was examined it was noticed that 

connections over port 80 were accepted by the firewall. When ordinary traffic that also occurred before 
the intrusion was eliminated, the following suspicious traffic remained:  
 

From  To  Nr.  Of  conn . 

CAP-app -web server  Main -web server port 80  68  

Relation -CA server  Main -web server port 80  4 

Public -CA server  eHerkenning -HM server port 80  1 

Public -CA server  Main -web server port 80  151  

Root -CA server  Main -web server port 80  1 

Qualified -CA server  Main -web server port 80  3 

Taxi -CA server  Main -web server port 80  2 

 
 

Over time this could be visualized as follows:  
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Abnormal connections  Secure -net Ą DMZ-ext -net port 80  

 

The investigation showed that on July 1, 2011 at 22:52, the first successful connection was made from 
the Secure -net (the CAP -app -web server) to one of the compromised stepping stone servers. The 
investigation also showed that on July 2, 2011 at 00:14:14, the first connection from a CA server (Taxi -
CA) to the Main -web took place.  

 
Another noticeable anomaly consisted of a regular connection pattern between Public -CA server and the 
Main -web stepping stone server. From July 4, 2011 to July 7, 2011, daily connections took place at 

15:09:36, 18:09:36 and 21:09:36. From  July 8, 2011 to July 20, 2011, these connections occurred daily 

at 01:09:38, 04:09:36 and 07:09:35 . This indicated that some form of traffic generated by a scheduled 
process took place.  

 
If we exclude the traffic peak on July 25, 2011, as this peak was probably due to incident response 
activities, the last traffic between the Secure -net and the stepping stone took place on July 20, 2011 at 
07:09:35 from the Public -CA server.  

5.2.8  Other notewort hy traffic  

The previous paragraphs of the firewall log investigations show results based on  the firewall logs that can 
be correlated with  other exhibits  to draw conclusions in regard to the attacker. The conclusions are 
mostly in regard to the exit path that was used to exfiltrate data and/or to create easy access for future 
visits. The following paragraphs detail the remaining results of the investigation that was performed on 

the firewall logs. Although the following anomalies  cannot be unambiguously connected to activity of  the 
intruder, they are noteworthy and provide sufficient reason for further investigation . An exten sive  list of  
the  identified noteworthy traffic, complemented with investigation notes , is included in a tim eline in 

Appendix III. In the following paragraphs, only the most remarkable anomalies are noted.  
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5.2.8.1  E- mail traffic  

The firewall logs show unusual traffic with destination port 25 (SMTP) between the CAP -app -web server 

in the Secure -net segment and the Exch ange -mail server in the Office -net segment. As port 25 is 
generally used for the purpose of e -mail, this could indicate intensive e -mail traffic that normally does not 

occur in these quantities. The figure below illustrates the anomaly.  

 

 
Anomaly CAP -app -web Ą Exchange -mail  

 
The normal traffic on port 25 consists of six regular SMTP -connections each day at given intervals ( four 
at 9:00 and two at 00:30), probably  the  result of  a scheduled task. After June 3 0, 2011, the regular 

connections at 09:00 cease t o take place. Then, suddenly, in  the night of July 2 , 2011, approximately 
4,100 connections occurred. Then, additional spikes of traffic occurred on the 4 th , 5 th , 11 th  and 14 th  of 
July, 2011. Between July 19 and July 29, very large numb ers  of connections on port 25 took place. Th e 

last mentioned anomal ous  traffic coincides with the  incident response actions that were initiated on July 
19, 2011 . According to DigiNotar, anomalous SMTP traffic may also have been caused by intensive 
testing of Taxi CA, which used SMTP as mode of transport.  

5.2.8.2  Co- location  

At the co - location, suspicious (dropped) traffic was detected originating from the co - located secure 

network segment (Secure -colo -net) to the main secure network (Secure -net). The traffic occurred 
between the Adm in -DNS server and the CAP -app -web server on ports 139 and 445.  
 

 
Anomaly connections  Admin -DNS Ą CAP-app -web on port 139 and 445  
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This could indicate that the intruder had gained a foothold in Secure -colo -net as of July  1, 2011.  
The reverse connection from Secure -net to Secure -colo -net showed the following pattern:  
 

 
CAP-app -web Ą Admin -DNS port 139 and 445  

 

This indicates some regular traffic (approximately 50 packets per day) and some monthly traffic. The 
spikes during the first four days of July are  anomalous (the scale is logarithmic). The traffic after July 19 
is extreme when compared to the ordinary traffic, but could be explained by incident response activity.  

 
Other noticeable traffic was discovered on port 137 during the first four days of July  (in addition to a 
connection on June 8, 2011):  

 

 
Anomaly connections  CAP-app -web port 137 Ą Admin -DNS on port 137  
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5.2.8.3  Internal DMZ - net  

A noticeable change in the normal traffic between Secure -net and DMZ - int -net was found between the 

CAP-app -web and the Production -Notification server.  Normal traffic between these segment s depends on 
the amount of requests, which may vary significantly.  

 

 
CAP-app -web server Ą Production -notification server port 80  

 

The traffic shows a steep decrease in connections from J uly 4, 2011 onwards. From July 16, 2011 to the 
last -examined logs, a very erratic pattern occurs.  

5.3  Conclusion  
The examination and analysis of the firewall traffic logs provided some insight into the steps and foothold 

of the intruder. Connections initiated from internal IP addresses to external IP addresses that were 
suspected to have been used by the intruder were found. This indicated that from June 18, 2011 the 
intruder had a foothold on a server in the DMZ -ext -net. In total, four servers in the DMZ -ext -net were 

found to have been used to connect back to suspicious external IP addresses  on the basis of the firewall 
log files . Other evidence confirmed that some of these servers were used as a stepping stone. During this 
part of the investigation  four of the  IP addresses suspected to have been used by the attacker were found 

to have been  accessed from within the DigiNotar network.  
 
From June 17, 2011, connections were initiated to a database server in the Office -net from the DMZ -ext -
net. This indicates that the Microsoft SQL database running on that server was probed or used. From 

June 29, 2011, traffic initiated from the server in the Office -net started to appear, indicating tunneled  
remote desktop connections from servers in the DMZ -ext -net. This indicates that the foothold of the 
intruder was extended to the Office -net.  

 
First signs of suspicious traffic from the Secure -net were found on July 1, 2011, possibly a network scan. 
This traffic originated from the BAPI -production workstation. Due to limitations o n the investigation this 

workstation was not examined. Later on July 2, 2011, traffic from CA server and other servers in the 
Secure -net was initiated towards the stepping stones in the DMZ -ext -net.  
 
Based on the firewall logs the following servers were i dentified as likely to have been compromised:  

 

Network  Server  

DMZ-ext -net  Main -web server  

 eHerkenning -AD server  

 eHerkenning -HM server  

 Pass-web server  

 Docproof1  

 Docproof2  

Office -net  BAPI-db server  

 Source -build  
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Network  Server  

Secure -net  BAPI-production (workstation)  

 CAP-app -db server  

 Relations -CA server  

 Public -CA server  

 CCV-CA server  

 Taxi -CA server  

 CAP-app -web server  

 Root -CA server  

 Qualified -CA server  

 
Based on investigation of the firewall logs, the following external AttIP addresses are likely to been 

utilized by the attacker (see also Appendix II):  
 

Intruder IP  Remark  

AttIP1  Successful connections initiated from DMZ -ext -net 

and specifically tunnels from DMZ -ext -net. Blocked 
attempts from Secure -net . 

AttIP2  Successful connections initiated from DMZ -ext -net.  

AttIP13  Dropped connections initiated from DMZ -ext -net.  

AttIP19  Successful connections initiated from DMZ -ext -net.  

AttIP22  Successful connections initiated from DMZ -ext -net.  
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6  Investigation of CA servers  

The rogue certificates that had first been generated on July 10, 2011 were first discovered when an 

automated routine test that had failed to work was restored on July 19 , 2011 . The test verified 

certificates that had been issued with the records in the ba ck office and showed that a number of these 
certificates lacked any records in the back office of DigiNotar. The staff of DigiNotar proceeded to 
examine the CA managing applications and found that rogue certificates had been issued. The serial 

numbers that  corresponded with these rogue certificates were revoked immediately 19 . An initial incident 
response team was formed and a further investigation was launched. As a result, more rogue certificates 
were found and revoked on July 2 1, 2011 and on July 27, 2011.  At the end of July, DigiNotar was 
convinced that the breach of its infrastructure was under control and that the damage had been repaired.  

 
On August 28, 2011, another rogue certificate issued for all services on the Google.com domain  and its 
sub domains, which had  not been revoked,  was found by a Gmail user 20 . A search through the 

management software did not reveal the serial number that belonged to this certificate. In order to 

revoke the rogue *.google.com  certificate, another certificate was created with the same serial number 

and revoked  effectively on August 29, 2011 at 19:09:05 (CEST).  
 
Fox- IT investigated the CA management software to determine if any additional certificates were falsely 

issued. Fox - IT  also investigated if other Certificate Authorities had been  compromised . 
 
It is important to note that the CA servers did not log to a  separate secure log server. All the investigated 

log files originated from servers that had been compromised. As a resul t, all the identified log fi les may 
have been tampered with, log files may have been replaced by earlier versions or the log service may 
have been shut down intentionally. Consequently, suspicious entries in the log  files  can only be used to 

make inconclus ive observations regarding unauthorized actions that took place, but the absence of 
suspicious entries cannot be used to infer that no unauthorized actions took place.  

6.1  Sources  
Eight systems that operated as CA servers were investigated: 21  
¶ CCV- CA server.  Thi s server managed the certificates that were used for electronic payment in 

the retail business. The name CCV refers to the company that used these certificates 
(www.ccv.eu).  

¶ Nova - CA server . Also called Orde -CA, which managed certificates of the Nederlandse  Orde van 

Advocaten (Dutch Bar Association) (www.advocatenorde.nl).  
¶ Public - CA server.  This server managed the certificates that were used for public services, 

including the DigiNotar Extended Validation Certificate Authority , which was used for protecting 

websites with SSL.  
¶ Qualified - CA server.  Managed the certificates that DigiNotar issued on behalf of the Staat der 

Nederlanden (the Dutch state). This was a sub -Certificate Authority  in the PKI hierarchy called 
PKIoverheid (PKI government). This server also  managed the DigiNotar Qualified Certificate 

Authority, allowing documents that had been signed with these certificates to be used as the legal 
equivalent of a handwritten signature as determined in the European Union Directive 
1999/93/EC. DigiNotar was re gistered to issue these qualified signatures. 22  

¶ Relation - CA server.  On this server the Certificate Authorities of other important clients of 
DigiNotar were hosted such as: 23  

                                               
19  Initi ally the invalidity  date of the revoked certificates was set to the date when the revocation took 

place. Later this was corrected to the date when the rogue certificates had been issued, ensuring that the 
certificates would be considered invalid for any possible date.  
20  Google Groups, ñIs This MITM Attack to Gmailôs SSL?ò at 
http://groups.google.com/a/googleproductforums.com/d/topic/gmail/3J3r2JqFNTw/discussion and 

Pastebin, ñGmail.com SSL MITM ATTACK BY Iranian Government ï 27/8/2011ò at  

http://pastebin. com/ff7Yg663  
21  Other systems found running CA managing software were WINVM012 and WINVM032. No exhaustive 

search was undertaken  to identify all the systems running CA management software because these eight 
systems managed the most important Certificate Au thorities.  
22  This registration was ended on September 14, 2011.  
23  A complete list is included in  Appendix VI . 
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o TenneT, a large Dutch electricity supplier (www.tennet.org)  
o Koninklijke Notariële Beroepsorganisatie (Royal Netherlands Notarial Organisation at 

www.knb.nl )  

¶ Root - CA.  Managed the root Certificate Authority  certificates of DigiNotar and all the certificates 
of the Ministerie van Infrastructuur en Milieu (Dutch minist ry of Infrastructure and the 

Environment).  
¶ Taxi - CA.  Hosted the Certificate Authorities that were used for a project for the registration of 

taxi drivers in The Netherlands for the Ministerie van Infrastructuur en Milieu. The test CA 
environment of the Mini sterie van Infrastructuur en Milieu was also hosted on this server.  

¶ Test - CA.  Different kinds of test Certificate Authorities were managed on this server. They all had 
ñtestò in the common name of their certificates with the exception of three CA certificates 
(appendix VI) . 

 
The CA servers had access to the nCipher netHSM that was also located in Secure -net. The netHSM 
devices store private key material in a secure way, so that the key material cannot leave the device  

unencrypted . The private keys can only b e used if a smartcard , which is secured with a PIN code,  is 
present in  the netHSM.  
 
On the CA servers, software from RSA was installed in order to manage certificates. The product used 

was the RSA Certificate Manager (RSA CM). 24  The CA software consists of  several services. One of the 
services provides a web interface for users and administrators. Another service logs the activity of the 
software into log files. The CA software also provides an application programming interface (API) that 

enables programmer s to develop PKI applications. These applications can be developed using a scripting 
language called XUDA (Xcert Universal Database API).  Since no information that could be used for a 
public report could be exchanged with RSA, Fox - IT used reverse engineeri ng techniques to perform the 

investigation.  
 
For the purpose of the investigation, Fox - IT used a list that was provided by DigiNotar, which contained 

all the certificates that had been issued by DigiNotar. This list allcerts.csv  was created by exporting 

th e CA databases and contained the following information regarding the certificates:  

 

Value  Meaning  

md5  The MD5 checksum of the certificate as calculated by the CA software  

CA md5  The MD5 checksum of the issuing CA certificate  

Serial nr.  The serial number  of the certificate  

Cert dn  The distinguished name field of the certificate  

Valid from & valid until  The date fields of the certificate  

Revocation date  The date of revocation (if applicable)  

6.2  CA software log files  

6.2.1  Sources  

All CA servers were outfitted with software that logged relevant information for the ongoing processes. 

The information was stored in log files that were in the format xslog_{yyyyMMdd}.xml . It appears that 

the log files were not being rotated or removed au tomatically. A new log file was created whenever the 
machine was rebooted or when the logging service was restarted. The following log files from the period 
within which the intruder was active were investigated:  

 

Server  Log files  

CCV-CA xslog_20110616.xm l  

Nova -CA xslog_20110401.xml  

Public -CA xslog_20110325.xml  

xslog_20110711.xml  

xslog_20110711_1.xml  

Qualified -CA xslog_20110224.xml  

xslog_20110702.xml  

xslog_20110704.xml  

xslog_20110723.xml  

                                               
24  Older versions of this software are known as RSA Keon.  
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Server  Log files  

Relation -CA xslog_20110407.xml  

Root -CA xslog_20110616.xml  

Taxi -CA xslog_20110517.xml  

xslog_20110711.xml  

Test -CA xslog_20110224.xml  

 
The integrity of blocks of data within the log files can be verified  using a signature. The CA software can 
be used to verify the integrity of the log files, which was done for all  CA management application 
instances by an employee of DigiNotar. Two log files failed the verification by the CA software, which 

originated from Public -CA server:  

¶ xslog_20110711_1.xml  

¶ xslog_20110720.xml  

 
The integrity of other log files was verified by the CA software without failure. The breached integrity of 

xslog_20110711_1.xml  corresponds with descriptions that were found in the incident log book. The log 

book contains log entries showing that when the  console on the Public -CA machine was started on July 
20, 2011, rogue certificates were being issued and that the machine was shut down. The corresponding 

customary entries ñLog Server Stopped ò and ñFinal Entry ò are missing from this log file. 

 
The entries  in the log files contain the following information:  

¶ LOG_NUMBER: a sequential unique log entry number  

¶ LOG_SOURCE: the source of the log entry (either from the Certificate Administration management, 

Secure Directory or Logging Server)  

¶ EVENT_CONDITION: either ATTEMPT or COMPLETION of an action  

¶ DATE,TIME: the date and time of the entry (in CEST time zone)  

¶ ID : a hexadecimal value consisting of 32 characters (29 unique IDs have been encountered -  6 of 

these were encountered more than 100 ,000 times)  

¶ IP_ADDR: the IP address associated with the action  

¶ LOG_DATA: the structure of this field varies depending on the data that it contains. A ñCertificate 

signingò entry has the following fields: 

o Succeeded  or failed  

o Certificate presented : an MD5 value of 32 charact ers of the certificate presented to 

the CA software with the request  

o certDN  with distinguished name fields  

o MD5-value  of the certificate  
o Issuing CA MD5  

 
Note that no serial number was logged for the issued certificates. Therefore, no link could be establish ed 
between a certificate and an entry in the log files on the basis of a serial number. The relation between a 

certificate and a log entry may have been established using the MD5  value of the certificate that was in 
the log file; however, the data that was  used to calculate the MD5 was not known. 25  The certificates that 
were stored in the databases also contained the MD5 value of the certificate. Therefore, it was attempted 

to make a definitive link between entries in the log files and the certificates on th e basis of the MD5 value 
in these databases.  

6.2.2  CA software log analysis  

In the log  file s of some CA servers, log entries were found indicating the automatic generation of a 
Certificate Revocation List (CRL). Certificate Authorities usually issue CRLs at regu lar  intervals according 

to their policies . These CRLs are signed by the issuing Certificate Authorities , which can only occur if a 
private key was active on the netHSM. The log entries referring to such an automatic process thus 
indicated that the private keys in the netHSM were activated and that there was potentially an 
opportunity for the intruder to abuse these private keys.   

 

  

                                               
25  The MD5 value did not correspond with the MD5 fingerprint or the MD5 sum of the certifi cate in PEM or 

DER format.  
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In the examined log files, a large number of automatically generated CRLs were found. The complete list 
is included in Appendix IV.  
 

Server  Number of  
Certificate Authorities  

Nova -CA 3 

Public -CA 10  

Root -CA 6 

Qualified -CA 8 

Test -CA 27  

Relation -CA 8 

 

CCV- CA server  
The logs of the CCV -CA server showed no activity between June 17, 2011 and July 22, 2011. No 
automated CRL generation process was found.  

 
Public - CA server  
The log entries of Public -CA server showed the automated generation of CRLs for (among others) the 

Certificate Authorities of Cyber CA , Extended Validation CA , Public CA -  G2, Public CA 2025  and Services 
1024 CA .  
 

The analysis of the log file xslog_20110325.xml  on the Public -CA server showed that the first signs of 

abnormal activity and certificate signing attempts occurred on Sunday July 3, 2011 at 12:15:44. Between 

Thursday July 7, 2011 at 23:19:33 and Sunday July 9, 2011 at 12:53:16, it appears that experimen ts 
took place by the intruder outside of office hours. During this timeframe old certificate requests appear to 

have been reissued. For example, beveiligd.gemeentesudwestfryslan.nl  was issued twice with 

different CA keys. On July 10, 2011 at 19:55:56, the log files showed that the first rogue certificate was 

successfully issued on the Public -CA server (a *.google.com  certificate). Between 19:55:56 and 

23:55:57 on July 10, 2011, a total of 198 rogue certificates were issued on the Public -CA server. The log 

server was stopped on 11 -Jul-2011 at 01:41:19.  

 

The log file xslog_20110711.xml  started on July 11, 2011 at 08:18:42, leaving a gap in the logs of about 

six  and a half hours. The next log file ( xslog_20110711_1.xml)  contained only a few entries, most of 

the m logging failed certificate signing attempts.  
 

The next log file ( xslog_20110711_1.xml ) started on July 11, 2011 at 11:24:49, most likely after a 

reboot of the system or the logging service. On July 18, 2011 at 16:19:27, a burst of 124 rogue 

certificates  were created. Another burst of 124 rogue certificates were issued on July 20, 2011 at 
08:56:41. According to DigiNotar, this burst was an isolated incident that produced a copy of generated 
rogue certificates in the previous burst and prior measures had b een taken to prevent the certificates 
from being published.  No other rogue certificates were found in the logs of the Public -CA server after this 

point in time. The log file was not properly terminated. The last log entry dated from July 20, 2011 at 
08:57: 11.  
 

The following  log file ( xslog_20110720.xml ) started on July 20, 2011 at 12:19:37, has no entries and 

was terminated at 12:21:41. The next log file ( xslog_20110720_1.xml ) started on July 20, 2011  at 

12:34:52. No obvious suspicious activity was found in  this file. The final entry was on July 20, 2011 at 

18:20:14. After that all entries in the log files appeared to relate to normal activity. The servers were 
shut down daily.  
  

Based on logs of the Public -CA server, 446 certificates were issued between Jul y 10, 2011 at 19:55:56 
and July 20, 2011 at 08:57:11 on the Public -CA server that were evidently rogue based on the common 
name that was used.  
 

Relation - CA server  

The log entries of Relation -CA server showed the automated generation of CRLs for (among othe rs) the 
Certificate Authorities of KNB CA 2 , Ministerie van Justitie CA  and Stichting TTP Infos CA . 

 

The analysis of the log file  xslog_20110407.xml  on Relation -CA server showed that the first signs of 

extraordinary activity and certificate signing attempts occurred on July 2, 2011 at 19:59:34. The first 
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successful rogue certificate was created on the Relation -CA server on July 10, 2011 at 13:05:10 wi th the 

common name *.google.com . The log file ended normally on July 20, 2011 at 18:20:29.  

 
The logs of the Relation -CA server showed that a total of 85 rogue certificates were successfully created 
on the Relation -CA server between 13:05:10 and 23:35:54 on July 10, 2011.  

 
Root - CA, Nova - CA and Test - CA servers  
The examination of the log files showed an automated CRL generation process on all three CA servers, 
including the Certificate Authorities of DigiNotar Root CA , Root CA G2  and MinIenM Organisatie CA -  G2 

on the Root -CA server, and the Certificate Authority Nederlandse Orde van Advocaten  on the Nova -CA 
server. Very few certificates were issued by these Certificate Authorities during the intrusion, according to 
the log files. No unusual or remarkable log  entries were found.  

 
Taxi - CA server  
The logs of the Taxi -CA server showed no activity between June 16, 2011 and July 11, 2011. No unusual 

or remarkable log entries were found. No automated CRL generation process was found.  
 
Qualified - CA server  
The log ent ries of the Qualified -CA server showed automated backup processes and generation of CRLs, 

which included the Certificate Authorities  DigiNotar PKIoverheid CA , PKIoverheid CA Organisatie -  G2, 
Overheid en Bedrijven , DigiNotar Qualified CA  and DigiNotar Qual ified CA -  G2.  
 

When the log files of the Qualified -CA server were examined, the two successive log files, 

xslog_20110224.xml and xslog_20110702.xml ,  showed that the log server was turned off on July 2, 

2011 at 02:13:40 presumably by the intruder and turned on again at 10:12:43. This leaves a gap of 
approximately eight hours during which no activity was logged. No other unusual or remarkable log 
entries were found.  

6.3  CA databases  
The CA management software used databases to store various application data . Several database files 

were stored in the directory {install directory} \ Xudad\ db\ . The main database file was named 

id2entry.dbh . The main database file contained records of the certificates that had been issued, 

including several characteristics for the  issued certificates.  
 

During its investigation, Fox - IT encountered database files named serial_no.dbh  that contained serial 

numbers plausibly identifying the certificates  issued by the software. All the found id2entry.dbh  and 

serial_no.dbh  database files were examined, including recoverable deleted files. All these database files 

were in the Berkeley DB format.  

6.3.1  Certificates  

The certificates stored in the main database file were extracted and converted into the PEM (Privacy 
Enhanced Mail) format. The follow ing methodology was used in order to do this:  

¶ Perform a case insensitive search for the string pem_x509::  in the id2entry.dbh  files  

¶ Extract the trailing data block  

¶ Decode the text from its base64 format  

¶ Encapsulate the text with ----- BEGIN PUBLIC KEY -----  and ----- END PUBLIC KEY----- .  

 
When the certificates were extracted in this way, some extracted data blocks were invalid. An attempt to 

read them with, for instance, OpenSSL would result in an error. A check  revealed that complete versions 
of these data bl ocks were also present in the database. This led Fox - IT to conclude that no certificates 
were missed using this method.  
 

Additionally, some certificates were stored more than once in the database or were found in a backup 
database. Comparing the fingerprin ts 26  of the certificates identified the duplicates. The incomplete and 

duplicate certificates were excluded from further analysis.  

  

                                               
26  In public key cryptography, a public key fingerprint is a short sequence of bytes used to authenticate 

or look up a longer public key.  
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The following numbers of certificates were identified.  The validity period has not been taken into account.  
Details of these certificates are provided in Appendix V.  
 

 Root - CA 
server  

Qualified - CA server  
 

CCV- CA  
server  

Nova - CA  
server  

Total number of certificates  73  23621  36  37868  

Unique subject name  45  22483  26  35742  

Different issuers  10  13  9 5 

Basic constraints = TRUE  29  7 20  2 

Self signed  5 4 8 4 

 

 Public - CA 

server  

Taxi - CA  

server  

Test - CA  

server  

Relation - CA server  

Total number of certificates  46101  1348  3111  11671  

Unique subject name  44161  601  2088  11168  

Different issuers  13  17  32  16  

Basic constraints = TRUE  9 15  42  12  

Self signed  4 5 11  6 

6.3.2  Private keys  

The id2entry.dbh  database files contained entries labeled  privatekey:: . After decoding the base64 

data, these entries showed the following ASN.1 structure  (Root -CA server is used for this ex ample):  

 
 0:d=0  hl=2 l= 111 cons: SEQUENCE  

 2:d=1  hl=2 l=   1 prim: INTEGER    :02  

 5:d=1  hl=2 l=  19 prim: IA5STRING  :XCSP nCipher Native  

26:d=1  hl=2 l=   1 prim: INTEGER    :53  

29:d=1  hl=2 l=  64 prim: cont [ 0 ] :30 3E 16 0E 72 73 61 2D 6B 65 6F 6E 2D 63 61 2D  0>..rsa - keon - ca -  

                                      36 38 16 10 31 33 30 38 32 32 33 37 36 30 33 32  68..130822376032  

                                      37 30 30 30 16 11 53 45 43 55 52 45 20 4F 50 45  7000..SECURE OPE  

                                      52 41 54 49 4F 4E 53 01 01 FF 02 01 02 02 01 04  RATIONS.........  

95:d=1  hl=2 l=  16 prim: cont [ 1 ] :30 0E 80 01 01 81 01 00 04 06 02 04 84 8D A7 10  0.?.............  

 
The decoded ASN.1 structure led investigators to believe that these are references to private keys in the 
netHSM. If this is the case, then investigators can conclude that the software installed on the server 
could use these keys and could show what Certificate Authorities were used on what server.  

 
In the records su rrounding the private key entries, there was no indication of the certificate or common 

name linked to these keys. However, a data block labeled  publickey::  was present. For the example 

mentioned above, investigators extracted the public key and matched it  with the public keys of the 
extracted certificates. This resulted in the Certificate Authority  certificate with the common name 

óCN=MinIenM Autonome Apparaten CA -  G2ô. Using this method, investigators were able to determine 

what CA servers could use whic h private keys in the netHSM, lookup the corresponding certificate and 
thus identify the Certificate Authority . 
 

In some instances, different keys were used for the same distinguished name (DN). This occurred, for 
example, if a certificate expired and a new key was generated. A complete list of the  references to  
private keys and the matching distinguished name is provided in Appendix VI.  The validity period has not 
been taken into account.   

 

Server  Total  

number  
of keys  

Unique  

subject  
Name  

Unknown  

key  

Root -CA 11  11  None  

Qualified -CA 8 8 None  

CCV-CA 10  8 2 

Nova -CA 3 3 None  

Taxi -CA 17  15  2 

Test -CA 43  34  4 

Relation -CA 15  14  1 

Public -CA 10  10  None  
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Also note that for some keys no matching certificate was found. This means that a reference to a private 
key in the netHSM could not be matched with a corresponding certificate.  

6.3.3  Serial numbers  

Removed database files were discovered on multiple CA servers, raising the suspicion that the intruder 

had manipulated database and log files. For example, the serial number of the rogue *.google.com  

certificate that was abused in the MITM attack was only present in a serial_no.dbh  database that had 

been removed from the server and was recovered during the investigation.  
 

The assumption was made that the serial_n o.dbh  database contained all serial numbers for certificates, 

including rogue certificates that had been issued by the CA software. To establish if serial numbers 

corresponding with rogue certificates were indeed present, all id2entry.dbh  and serial_no.dbh  files 

were collected for each CA server, including all recoverable files that had been removed. It was 

investigated whether every serial number in serial_no.dbh  could be matched with an issued certificate.  

 
In order to determine this, two sets of serial numbers were created. Set A included serial numbers from 

all serial_no.dbh  files. Set B included serial numbers from all id2entry.dbh  files. The difference 

between these lists resulted in set C, containing the unknown serial numbers. As an extra check, the se 

serial numbers were matched against the allcerts.csv  list of issued certificates that was provided by 

DigiNotar.  

 
This method was applied for all the CA servers. The results showed unknown serial numbers originating 
from four of the eight CA servers. A complete list of unknown serial numbers for the CA servers can be 
found in Appendix VII. It was impossible to match a serial number to a specific common name or to 

match it to a specific issuing Certificate Authority  since this information was not present in the database.  
 

CA server  Number of unknown  
serial numbers  

Root -CA 7 

Qualified -CA 2 

Taxi -CA 24  

Public -CA 203  

 
In the time available for the investigation, it could not be established conclusively for all instances why 

the discrepancy between the serial_no.dbh  and id2entry.dbh  databases existed. The examination of 

the OCSP responder logs showed that five of these unknown serial numbers were validated, including the 

*.goog le .com  certificate used for the large -scale MITM attack (see paragraph  10.2 ). Given the fact that a 

number of unknown serial numbers were known to correspond with rogue certificates, it is plausible that 
most or even all unknown serial numbers are the result of rogue certificates that had been issued. 
However, unknown serial numbers  may also have been caused by software errors or as a result of 

aborting the issuing process. As a precautionary measure, all the unknown serial numbers were revoked.  

6.4  Conclusion  
The CA management software of eight CA servers at DigiNotar was investigated by Fox - IT. After a 
thorough search, it was found that the number of issued rogue certificates in the log files exceeded the 

number of rogue certificates in the CA management appli cation. This led to the conclusion that the CA 
software had been manipulated and records in the database had been deleted.  
 

An important goal of this part of the investigation was to determine what Certificate Authorities had 
issued rogue certificates and thus could no longer be trusted. Since the logging service was running on 
the same systems that had been compromised and that records had been manipulated, the log files could 
only be used to make inconclusive observations regarding unauthorized actions. The absence of 

suspicious entries in the log files could not be used to infer that no unauthorized actions took place.  
 

However, in order to issue certificates by a Certificate Authority on a CA server, the corresponding private 

key of the Certificate Authority in the netHSM needed to be active. This meant that the unauthorized 
actions that might have taken place could not have included the issuing of rogue certificates if the 
corresponding private key had not been active during the period in which the intrusion took place.  

 



 

 

 

PUBLIC  44  

The log files recorded the distinguished name of a certificate but not its serial number. To revoke a 
certificate, however, the serial number of the certificate was essential. The revocation process was 
therefore changed to be based on the known valid certificates (a white list method) at the advice of Fox -
IT (see also paragraph  2.2.1 ).  

6.4.1  Rogue certificates  

Based on the investigation of the log files, a total number of 531 rogue certificates were identified (446 
on the Public -CA server and 85 on the Relation -CA server). These were identified as rogue because of the 
highly irregular  common name s of the certificates. Other certificates that were is sued during the time the 
intruder was active on the CA servers may also have been fraudulent. Further investigation could 

determine if this is indeed the case.  
 
Of the 531 rogue certificates found in the logs, 332 certificates were recovered in the databas es and their 

serial numbers were known. One previously unknown certificate was posted by the Google.com user. For 
the remaining 198 log entries, no certificate was found and therefore the serial was marked as unknown.  
 

The number of rogue certificates that  could be connected to the issuing Certificate Authorities was :  
 

Certificate Authority Common Name  

( Issuer)  

Total  Unknown  

serial 27  

Cert. 28  CA server  

DigiNotar Cyber CA  108  1 107  Public -CA 

DigiNotar Extended Validation CA  98  14  84  Public -CA 

DigiNotar Public CA -  G2 56  0 56  Public -CA 

DigiNotar Public CA 2025  184  183  1 (29 )  Public -CA 

Koninklijke Notariele Beroepsorganisatie CA  67  0 67  Relation -CA 

Stichting TTP Infos CA  18  0 18  Relation -CA 

Total  531  198  333   

 

The investigation identified 236 serial numbers in the serial_no.dbh  databases that have no obvious 

relation to log entries or recovered certificates. The following table compares the earlier list of serial 
numbers originating from CA servers with log entr ies without matching serial numbers.   

 

CA server  Serials without  
matching certificate  

Logs without  
matching serial  

Root -CA 7 0 

Qualified -CA 2 0 

Taxi -CA 24  0 

Public -CA 203  198  

Relation -CA 0 0 

 

Because it remains unknown when serial numbers were stored in the serial_no.dbh  database, the total 

number of rogue  certificates was unverifiable.  

 
Of these rogue certificates, 344 have domain names as their common name. The remaining 187 have 
ñRoot CAò in their common name. This does not necessarily mean that they could have been used as an 

issuing certificate. Of the 333 rogue certificates that were found, none had the basic constraint attribute 
set, meaning that they could not be used for issuing certifi cates. Also in the logs of the CA management 
software, no logs were present of rogue - issued Certificate Authority  certificates. However, no 

contraindication was found that it was impossible to issue rogue issuing certificates or that these were 
not created  by the intruder either. Depend ing  on the way the software verifies certificates, the basic 
constraint attribute can be ignored.  
 

                                               
27  Traces of these certificates were found in the logs and not in the databases , therefore th e serial 
number is not known.  
28  The certificate is found in the database.  
29  The rogue wildcard Google.com certificate that was abused in the MITM attack.  
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The key usage of the 333 found certificates were all set as a critical attribute and were meant for the 
purpose of digital sig nature, key encipherment and data encipherment or a combination thereof. No code 
or certificate signing key usage was found. 30  
 

The 531 encountered rogue certificates contain 140 unique distinguished names and 53 unique common 

names. A list of the common na mes is included in Appendix VIII.  

6.4.2  Trust in the Certificate Authorities  

The situation that Fox - IT encountered was that the CA management software had clearly been 
manipulated. It was evident that the issuing Certificate Authorities of the rogue certificates , as identified 

on the basis of their Common Name, had to be revoked  according to PKI standards 31 .  Additionally, 
untraceable serial numbers on some of the CA servers raised suspicions in regard to the security of the 
Certificate Authorities that were managed on those machines. Gaps in log files of these CA servers added 

to the suspicions in regard to their security.  
 
Some uncertainties in the operation of the CA management software still exist 32 . These uncertainties 

include if deleted log fil es could be detected, if the log settings had been manipulated, if the log service 
was stopped while the issuing software kept running, how the untraceable serial numbers were issued, et  
cetera . A scenario that may have been possible is that the intruder c ould have created a backup of the 
database and log files, then issued several certificates and restored the original backup thus  removing all 

evidence.  
 

The investigation of the suspicious files and, specifically, the presence of cached versions of the /be urs  

directory on the stepping stone showed that the operating systems of all CA servers had been 
compromised and were used at some point by the intruder (see Chapter  4).  

 
Having compromised the CA servers, the only additional barrier for issuing rogue cert ificates that 
remained was the activation of the Certificate Authoritiesô private keys, which are activated with a 

smartcard on the netHSM. Some Certificate Authorities were continuously operational as evidenced by 
the automatic generation of CRLs, meaning  that the corresponding private keys in the netHSM were 

always activated.  If, for example, an offline record had been kept of when these smartcards were present  

or removed, a contraindication could have been given that a Certificate Authority  could not have been 
abused to issue rogue certificates. However, no evidence could be produced by DigiNotar that private 
keys were not activated during the time of the intrusion. According to DigiNotar, the smartcard for CCV -
Certificate Authority had been  in a vault for the entire period of the intrusion and its private key was not 

activated during this period.  
 
It is possible that the CA software that was used was able to produce certificates that have identical 

certificate attributes as previously issued  certificates. This includes the serial number and the validity 
dates, with the exception of the public key and its key identifier. The intruder could have issued 
certificates that would be seemingly identical to formally issued and trusted ones. Since the  possibility 

could not be excluded that the compromised CA servers had been abused to issue additional rogue 
certificates and since the rogue certificates may not be distinguishable from legitimate certificates in 
aspects that are relevant for the purpose of verification within a PKI, it was no longer possible to rely on 
the authenticity of any certificates that had been issued by the affected Certificate Authorities.  It may 

also have been possible that the intruder used other CA management software to have  certificates signed 
directly by the netHSM (bypassing even the XUDA interface).  This was not investigated further.  
 

                                               
30  A user on Pastebin named óComodo Hackerô created a binary ( calc.exe ) and signed it with the 

*.google.com  certificate used in the MITM attack. Although this certificate had no explicit code signing 

key usage the Microsoft Windows operating system accepts the signature.  
31  RFC 5280 for instance stipulates that the ñExistence of bogus certificates and CRLs will undermine 

confidence in the system. If such a compromise is detected, all certificates issued to the compromised CA 

MUST be revoked, preventing services between its users and users of other CAsò. According to this RFC, 
certificates also need to  be revoked if a CA and the corresponding private key are merely suspected to be 

compromised.  
32  RSA was contacted concerning the operation of the software, but no information  that could be used by 
Fox- IT for a public report could be exchanged . Our  efforts in this regard were abandoned after while due 

to the increasing irre levancy of the specific issue for the overall investigation.  
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The overall conclusion was that the possibility could not be excluded that all Certificate Authority  keys 
managed by DigiNotar, with the exception of the private keys for the CCV -Certificate Authority , could 
have been abused to issue rogue certificates. Even certificates that would appear to have been issued 
before the intrusion took place could not be verified by the  public key  infrastructure  and  therefore could 

not be trusted. According to standards and best practices in the industry , the certificates had to be 

revoked, as the intruder could have issued seemingly identical certificates ( including issuin g dates in the 
past ) . All DigiNotar certificates originating from the compromised CA servers therefore could no longer be 

trusted and the Certificate Authorities had to be removed from trust lists with the exception of the CCV 
certificates. The impact of t he revocation of the certificates that had been issued by DigiNotar varied 
depending on their usage and had to be assessed on a case by case basis.  
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7  System access and tools  

The goal of this part of the investigation was to identify tools that had been used during the intru sion and 

the purpose  for which they were  used.  For this purpose, the images of systems were probed for 

anomalies and for files that could be connected to other parts of the investigation. In order to identify 
suspicious files, the time stamps of the files on disk images were examined, including recoverable files. 
Timestamps indicated when a file was created, copied, accessed or modified. In combination with the file 

location and file name, a file could be marked as suspicious for further  examination.  
 
This examination of the following servers is detailed in this chapter:  
 

Network  Server  

Secure -net  Qualified -CA 

 Taxi -CA 

 Relation -CA 

 Public -CA 

 Root -CA 

 CCV-CA 

Office -net  Office - file server  

 BAPI-db  

DMZ-ext -net  Main -web  

 Docproof2  

 
All the timestamps in this chapter are based on Coordinated Universal Time (UTC). A non -exhaustive  list 

of the suspicious files that were found is included in Appendix IX.  

7.1  Previous investigation  

The initial internal investigation by DigiNotar was done o n the file svchost.exe  which was found on the 

Public -CA server. This investigation concluded that the file created a file jobsdone.zip  and uploaded this 

file to the stepping stone Main -web in DMZ -ext -net using the /beurs/up.aspx script. The investigation 

also stated that the file svchost.exe  created a c onnection to that same server on port 53. The file 

svchost.exe  was created on the Public -CA server on July 3, 2011 at 23:56. These results indicated that 

an automated process might have been in place. This could mean that certificates were automatically 

issued and transferred via the stepping stone to the intruder.  

7.2  Connection tools  

7.2.1  Stepping stones  

The intruder placed aspx - scripts on at least two compromised web servers in DMZ -ext -net . These scripts 

were used amongst others as a file manager in order to up -  and download files between internal and 
external systems.  
 

Timestamp  File name  Server  

17 -Jun-2011 02:33:35  b.aspx  Docproof2  

17 -Jun-2011 05:26:36  settings.aspx  Main -web  

 
The results of the investigation show that as of June 17, 2011 the web servers had been compromised 
and files could be up -  and downloaded to DMZ -ext -net. From that point onwards, the web servers could 

be used as stepping stones to exchange files between system s on the Internet and compromised systems 
inside of DigiNotarôs network. The scripts also contained other functionality such as port scanning, port 
mapping and restarting services. No evidence was found that these functions were used however.  

7.2.2  Accessing the  stepping stones  

The temporary Internet files of the investigated Windows systems hosting the CA management software 

showed cached copies of a file exchange location  on the Main -web server  in DMZ -ext -net . These cached 
copies showed a directory listing of t he file manager on the web server with files sizes and modification 
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dates. This was discovered early on in the investigation and it therefore quickly became clear that the 
intruder had used the web servers in the external DMZ network as stepping stones to transfer files 
between arbitrary systems on the Internet and crucial systems in DigiNotarôs network. 
 

In addition to cached HTML pages, the temporary Internet files also showed other cached files from the 

web servers that were used as stepping stones. Thes e locally cached files were the  result of a file that 
was downloaded from a stepping stone. A number of files that were uploaded to the stepping stone could 

also be identified due to an upload notification in the cached HTML pages of the file manager. The path of 
the temporary Internet files on the hard disk also showed which Windows user accessed the web page or 
downloaded the file.  
 

 
Figure 4  Example of a cached file upload page  

 
If traces of a (recoverable) cached copy of the file exchange scripts from the stepping stones were 

identified on a system, the system could be marked as compromised by the intruder as only the intruder 
was aware of the existence of these scripts at that p oint in time. For this reason, the systems were 

probed for existing or recoverable settings[*].htm  files (with * representing a number) and their 

content was inspected. The following systems showed traces of this cached page.  
 

Server  File name  Size  First f ile create  
timestamp  

BAPI-db Settings[1].htm 3097 1-Jul-2011 14:33:59 

Taxi-CA Settings[1].htm 104502 1-Jul-2011 22:14:31 

Qualified-CA settings[1].htm 102048 1-Jul-2011 23:48:43 

Root-CA Settings[1].htm 3097 2-Jul-2011 2:40:06 

Relation-CA SETtings[1].htm 3097 2-Jul-2011 20:35:21 

Public-CA SETtings[1].htm 103156 3-Jul-2011 11:03:16 

 
This led to the conclusion that the CA servers cited above were compromised by the intruder and that 
files may have been transferred to or from the stepping stone in the DMZ -ext -net. The fact that these 

files originated from Microsoft Internet Explorer als o meant that a graphical user interface was available 
on these systems to the intruder using a tunneled  remote desktop connection.  

7.2.3  Network tunnels  

A number of identified files that produced a tunnel between two IP addresses were examined more 
closely. The IP addresses were ñhard coded" in the executable. Combined with the fact that the date and 

time of creation time was fairly recent led the investig ators to believe that the files were specifically 
created  (or modified)  to run in the DigiNotar network.  
 
The port numbers used suggested th at a remote desktop connection  (port 3389 ) was tunneled through  

port 443 (generally used for HTTPS).  
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File name  Sou rce  host  Destination  host  

troj134.exe  BAPI-db server  eHerkenning -AD server  

troj172.exe  BAPI-db server  Pass-web server  

troj25.exe  Source -build server  eHerkenning -AD server  

troj65.exe  Docproof2 server  AttIP1  

 
The earliest evidence of these tools in the examined servers was on June 29, 2011 at 22:13 on the BAPI -
db server in Office -net.  
 

Other created tools were partially investigated, specifically:  
 

File name  Results  

94.exe  Found on Docproof2. Created a connection to AttIP2.  

134.exe  Created a connection  to the server eHerkenning -AD on Port 443  

13480.exe  Found on BAPI -db. Created a connection to the server eHerkenning -AD on Port 443  

7.3  Gaining a foothold  
Several tools found were used to scan for vulnerabilities and to increase the intruderôs level of access in 

the network , such as scanning tools, port redirectors and remote process executor tools. Also, several 
files were found that indicated that the intruder had attempted to ñbrute forceò terminal service or 
remote desktop credentials. These tools appeare d on the stepping stone file exchange on June 18, 2011.  

 
Traces in the ñDocuments and settingsò directory on the BAPI-db server indicated that the intruder 

utilized the user account MSSQLusr starting on June 17, 2011 at 16:15:49. This user account was  used  by 

the Microsoft SQL service that was running on the BAPI -db server. Additionally, on the Main -web server 

the file web.config  was identified that contained a string with credentials to access the database on 

BAPI-db:  

 
<add key="connstring" value="Server=172.17.20.4;_Database=BAPI01;  

uid=Bapi01usr;pwd=Bapi01usr12345!" />  

 

This led to the conclusion that the intruder connected to the Microsoft SQL service running on the BAPI -

db server from the Main -web using a found password and executed progr ams on the BAPI -db. The 
connections were not prohibited by the firewall as the investigation on the firewall log ha s shown in 
paragraph  5.2.3 . 

 
When the rights of the MSSQLusr account were examined it showed that MSSQLusr was part of the local 

administrato rs group, but the LastWrite  date for the group was 18 June, 2011 at 02:18:48. The 

administrator rights  could have been obtained after an effort by the intruder to escalate his rights or 

because the MSSQLuser had local administrator in the first place and t hat no further efforts were 

necessary.  Event logs were not available to determine when MSSQLusr was first added to the local 

administrators group.  On 1 July, 2011 at 14:33:59, the intruder used the local administrator account on 
the BAPI -db server.  
 
The da ta  shows that the intruder had used the administrator rights on the Qualified -CA server for the 

domain DNPRODUCTIE on July 1, 2011 at 23:48:43. Although this date is the first date seen in the 

investigation using a domain administrator account, it does not  mean that the ri ghts were not utilized 
earlier.  

7.3.1  Password cracking tools  

On the CCV -CA server, the  well known  Cain & Abel  tool with winpcap  had been installed. This tool can 

be used to extract and to crack password hashes. Cain & Abel  can also be used to extract password 

hashes and to ñbrute forceò the hashes to reveal the original passwords. Also the pwdump and 

cachedump.exe  tools were found on the BAPI -db server and a stepping stone server.  
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On the desktop of the CCV -CA server, del eted files were found containing the output from the tool 

pwdump:  

¶ winsvr022.txt  (winsvr022 is the Qualified -CA server)  

¶ winsvr056.txt  (winsvr056 is the Public -CA server)  

¶ winsvr167.txt  (winsvr167 is the Root -CA server)  

 

Evidence was found that Cain & Abel  wa s used to capture credentials using a man - in - the -middle attack. 

More specifically, deleted Kerberos tickets and NTLM challenge - responses were found in the files K5.LST , 

KRB5.LST, SMB.LST and HOSTS.LST.  

 

On the Docproof2 stepping stone, a file test.txt  was found with the output of cachedump.exe . The file 

contained the mscache  hash of one of the administrators. The administrator password could easily be 

brute forced on the basis of the hash, which indicated that the password that was used was relatively 
weak.  

 

The earliest traces of a similar tool PwDump.exe in the examined servers in Office -net date from  June 17, 

2011 at 16:19 on the BAPI -db server . The earliest traces of the tool cachedump.exe  in the examined 

servers in Office -net date from  June 21, 20 11 at 12:50 on the BAPI -db server.  
 

Also the files mimi.zip , mimikatz.exe , demineur.dll , klock.dll  and sekurlsa.dll  were found in the 

cached web pages of the file exchange on the stepping stone. These files are part of the mimikatz  

security auditing tool. The earliest time of these tools in the examined servers in Office -net are from  June 
20, 2011 at 11:14 on the BAPI -db server. The traces on the Taxi -CA server showed that the intruder had 

logged in as administrator and downloaded the file mimi.zip .  

7.4  Issuin g certificates  

7.4.1  CA management interface  

The temporary Internet files also showed activity on the local CA software web service (by the user 

Administrator.DNPRODUCTIE ):  

 

Server  File name  Size  Create  
date  

Create  
Time  

Qualified -CA domain -main[3].htm  4162  1-Jul-2011  23:22:03  

Root -CA domain -main[1].htm  4162  2-Jul-2011  1:01:41  

Root -CA request -cacert[1].htm  27449  2-Jul-2011  1:05:47  

Root -CA cert -search - results[1].htm  26718  2-Jul-2011  1:06:36  

Root -CA view -cert[1].htm  13557  2-Jul-2011  1:07:17  

Root -CA domain -main[1].htm  4166  2-Jul-2011  1:08:38  

Root -CA request -msie[1].htm  233043  2-Jul-2011  1:08:45  

Root -CA add -msie - request[1].htm  7332  2-Jul-2011  1:10:03  

Root -CA cert -search - results[1].htm  2309  2-Jul-2011  1:11:23  

Root -CA view -cert[1].htm  15164  2-Jul-2011  1:11:52  

Root -CA MinIenM Organisatie CA -  G2[1].p7b  5239  2-Jul-2011  1:12:42  

Root -CA cert -search - results[1].htm  3711  2-Jul-2011  1:15:56  

Relation -CA cert -search -script[1]  20027  2-Jul-2011  20:42:08  

Relation -CA cert -search - results[5].htm  58415  2-Jul-2011  20:43:29  

Relation -CA view -cert[1].htm  13654  2-Jul-2011  20:43:43  

Relation -CA index[2].htm  5291  2-Jul-2011  21:20:20  

Relation -CA cert -search[1].htm  11192  2-Jul-2011  21:20:30  

Relation -CA cert -search -script[1].htm  19411  2-Jul-2011  21:20:30  

Relation -CA cert -search - results[4].htm  340  2-Jul-2011  21:22:25  

Relation -CA cert -search - results[6].htm  9966  2-Jul-2011  21:37:08  

Relation -CA get -ca- list[3].htm  3071717  2-Jul-2011  21:51:22  

Relation -CA get -ca- list[2].htm  3071717  2-Jul-2011  21:54:12  

Relation -CA index[1].htm  2525  2-Jul-2011  21:55:49  

Relation -CA get -ca- list[5].htm  332  2-Jul-2011  21:55:57  
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These traces showed that the intruder was experimenting with the CA management software. On the 

Relation -CA server, many pkcs10  requests were made using the local CA software web interface. Also 

many Certificate Signing Requests (CSRs) were manually made with this interface.  

7.4.2  XUDA scripts  

The CA management software has an interface that can be used to execute custom  applications. These 
applications can be developed using a scripting language called XUDA (Xcert Universal Database API).  
 

On July 2, 2011 at 02:18:56, the Root -CA server created a Dr. Watson error dump of Xuda.exe . This 

means that xuda.exe  had crashed, which was probabl y due to experimentation by the intruder given the 

time of occurrence (Saturday night local time).  

 

On the Relation -CA server, the XUDA script get.xuda  was recovered, which was  created on July 2, 2011 

at 16:58. This script was accessed by the local Interne t Explorer on the Relation -CA server, as evidenced 
by a cached page showing a XUDA error.  
 

Another XUDA script was found on the Public -CA server. This file  x- select - settings.xuda  was found 

with a modification timestamp of July 3, 2011 at 22:59:18. The scri pt contained XUDA -code that uses the 
Xcert Universal Database API in order to utilize the CA software. In this script, two lists of 113 signing 
requests were included. The investigation on the CA management software as described in Chapter 6 
shows more rog ue certificates were issued than the amount of signing requests included in the XUDA 

script.  
 
In this script, a personal message from the intruder was enclosed:  

 
 
The intruder left his fingerprint in the text: Janam Fadaye Rahbar 33 . The same text was found  after the 
security breach at the Comodo certificate authority in March of 2011, 34  which also resulted in the issuing 

of rogue certificates.  

  

                                               
33  Supposedly translates to: ñI will sacrifice my soul for my leaderò 
34  Wired, ñIndependent Iranian Hacker Claims Responsibility for Comodo Hackò at 

http://www.wired.com/threatlevel/2011/03/comodo_hack/  
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7.4.3  nCipher DLLs  

During the investigation on the Qualified -CA server, it appeared that some of the DLLs that were used to 

access the netHSM had been modified. These files were located in the WINDOWS\ system32  directory:  

¶ nfmodexp.dll  

¶ ncspmess.dll  

¶ ncsp.dll  

¶ ncspdd.dll  

¶ ncspsigd d.dll  

 
The unusual creation, modification and access times for these files were all around July 2, 2011 at 
00:24:03, which was sufficient reason to mark these files as suspicious.  

 
The manufacturer of the nCipher netHSM (Thales e -Security) provided us with  the hash digest of the 
original DLLs. These hashes matched exactly with the hashes of the encountered DLLs. This led to the 

conclusion that the encountered DLLs had not been tampered with. It remains possible however that the 
DLLs had been modified but we re later replaced by the original DLLs, which would explain the unusual 
creation date.  
 

Related to this, nCipher logs were encountered with unusual timestamps. The following nCipher logs from 
the Root -CA server were created on July 2, 2011 at 01:28:19:  

¶ Application Data \ nCipher \ Log Files \ keysafe.log  

¶ Application Data \ nCipher \ Log Files \ cmdadp.log  

¶ Application Data \ nCipher \ Log Files \ cmdadp- debug.log  

 
These traces on the DLLs and logs could indicate that the intruder had tried to use the netHSM and its 
stored pri vate keys directly.  

7.5  Conclusion  
By examining the browser history and temporary Internet files of the compromised CA server s, it quickly 
became clear that the intruder used the Main -web and Docproof2 servers in DMZ -ext -net as stepping 
stones to transfer files. Scripts that provided the file exchange functionality were first placed on these 

servers in the early hours of June 17, 2011.  
 
After compromising the web servers in DMZ -ext -net, the intruder used the Microsoft SQL service running 

on the BAPI -db serv er to execute files utilizing the BAPI -db server in the Office -net.  
 
Tools were found that had been created by the intruder to provide network tunnels. Most of the 

investigated tunnels were used to set up a remote desktop connection with systems that were not 
directly connected to the Internet using the stepping stones. The IP addresses in these tools were used to 
tunnel traffic  between the intruder (AttIP1 and AttIP2)  and servers in the DMZ -ext -net (Docproof2) and 
subsequently between the DMZ -ext -net (eHer kenning -AD and Pass -web)  and servers in the Office -net 

(BAPI -db and Source -build).  
 
The investigation showed that the first found activity by the intruder in Secure -net took place on July 1, 

2011 at 22:14:31 on the Taxi -CA server.  The intruder first  used the administrator rights for the domain 

DNPRODUCTIE on July 1, 2011 at 23:48:43 (on the Qualified -CA server). Although this date was the first 

date seen in the investigation, it does not mean that the rights were not utilized earlier. All CA servers in 
Secure -net were included in this domain.  
 

Traces of tools and attempts to brute force password hashes were found. Furthermore, traces of attempts 
were found to create certificates with the user interface of the CA management software. Moreover, 
XUDA scripts and other traces were found that indicated that the programming interface of the CA 

software was abused.  
 

Results of the initial investigation by DigiNotar indicated that an automatic process was in place to 
transfer files to the stepping stone.  

 
The presence of cached pages of the file exchange HTML -pages from the stepping stone indicated that 
the server s containing these cached pages had been compromised by the intruder. Additionally, found 
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tools, logs and other traces marked or confirmed all the inv estigated servers as having been 
compromised on the basis of the results of this part of the investigation:  
 

Network  Server  

Secure -net  Qualified -CA 

 Taxi -CA 

 Relation -CA 

 Public -CA 

 Root -CA 

 CCV-CA 

Office -net  Office - file server  

 BAPI-db  

DMZ-ext -net  Main -web  

 Docproof2  

 
Based on the investigation of tools found, the following external AttIP addresses are likely to been utilized 
by the attacker (see also Appendix II):  

 

Intruder IP  Remark  

AttIP1  Malware found on Docproof2 (troj65.exe)  

AttIP2  Malware found on Docproof2 (95.exe)  
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8  Remaining investigation  

During the investigation, a limited number of assorted sources were examined. The results of these 

examinations are combined in this chapter.  

8.1  netHSM  
DigiNotar used nCipher netHSM 500s. The  systems have limited logging facilities. It is recommended by 
the vendor to store the logs on a separate log server, but this was not done at DigiNotar. The logs were 
stored on the netHSM for a short period of time and were deleted every time the system was turned off. 

This had already occurred when the investigation was started by Fox - IT . No useful log files  could be 
retrieved.  

8.2  Load balancer  
The network traffic was load balanced by a Coyotepoint Equalizer e550SL appliance. The logs from this 

appliance we re stored on a central syslog server. An investigation of the logs from the load balancer and 
those that were present in the appliance itself showed no information that was relevant for the 
investigation.  

8.3  External server at AttIP2  
During the investigation a tool was found that connected back to the external IP address AttIP2 (see 
paragraph  7.2.3 ) . On September 13, 2011, an official request for assistance to the authorities in the 
country where the server was located was issued. A copy of this server was inv estigated.  
 

The web server log files from the server on AttIP2 showed interesting entries of GET requests from 

AttIP3. These log entries showed that the file mails.rar  was downloaded several times on July 19, 2011 

between 16:35:51 and 19:42:17. This file w as only downloaded by AttIP3, except for the first occurrence 
when it was downloaded by AttIP5.  
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9  Summary of findings  

The primary aims of the investigation that Fox - IT performed at the request of the ministry BZK  were to 

determine how DigiNotarôs network had been breached, to what extent it had been breached , which 

Certificate Authorities had been compromised  and if evidence could be safeguarded that could lead to a 
potential criminal indictment of the intruder. For these purposes, various sources of inform ation were 
gathered and examined, including the log files from the web servers, firewall and the various CA servers. 

Additionally, the images of relevant systems in DigiNotarôs network were analyzed.  
 

 
Figure 5  Referenced systems  




















































































